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Abstract

We study a random recursive tree model featuring complete redirection called the
random friend tree and introduced by Saramäki and Kaski. Vertices are attached in a
sequential manner one by one by selecting an existing target vertex and connecting
to one of its neighbours (or friends), chosen uniformly at random. This model has
interesting emergent properties, such as a highly skewed degree sequence. In contrast
to the preferential attachment model, these emergent phenomena stem from a local
rather than a global attachment mechanism. The structure of the resulting tree is
also strikingly different from both the preferential attachment tree and the uniform
random recursive tree: every edge is incident to a macro-hub of asymptotically linear
degree, and with high probability all but at most n9/10 vertices in a tree of size n are
leaves. We prove various results on the neighbourhood of fixed vertices and edges,
and we study macroscopic properties such as the diameter and the degree distribution,
providing insights into the overall structure of the tree. We also present a number of
open questions on this model and related models.
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Random friend trees

1 Introduction

Growing networks. Various real-life phenomena, including contagion, social net-
works, rumour spreading, and the internet, have been described by models of growing
networks (see e.g. Kumar et al. [16]). Among these models, preferential attachment,
introduced by Barabási and Albert [3] is arguably the most well-studied. In this model,
vertices arrive one by one, and at each time a new vertex connects to one or more
existing vertices with probability proportional to their degree. The degree sequence
of this model satisfies the so-called scale-free property, which is often also observed in
real-world models. In contrast to models such as the configuration model or the inho-
mogeneous random graph model, this property of the degree sequence is an intrinsic
result of the dynamics rather than a pre-imposed characteristic. This makes the prefer-
ential attachment and its related models popular tools for understanding why real-world
models may develop in this way. These models however require the knowledge of the
full degree sequence in order to attach a new vertex. This requirement is unnatural for
real-world networks and impractical in implementation.

The model. The friend tree is a randomly growing network of which the dynamic also
autonomously produces highly skewed degree sequences, but whose attachment rule is
based on redirection and requires only local information. Models involving redirection
were introduced by Kleinberg et al. [14] in directed, rooted graphs. In these models, a
new vertex connects to a uniformly random vertex, or, with probability p, it connects to
the ancestor of a randomly selected vertex. This mechanism, called directed redirection,
yields a shifted linear preferential attachment rule, where the new vertex connects to a
vertex with degree d with probability proportional to d− 2 + 1/p. A variant was studied
by Banerjee et al. [2], where a new vertex attaches to the graph by randomly sampling a
vertex and attaching to the endpoint of a path of random length directed towards the
root. The undirected version of the model that we study was introduced by Saramäki
and Kaski [19] and yields strikingly different graphs. In the works of Saramäki and Kaski
[19] and Evans and Saramäki [10], the authors make the claim that the tree has the same
law as a preferential attachment tree. This turns out to be inaccurate, as was noted by
Cannings and Jordan [5]. In the undirected version, newly added vertices connect to a
neighbour of a randomly selected vertex. More precisely, the starting tree T2 consists of
a single edge joining vertices labelled 1 and 2. Inductively, for n ≥ 2, let Vn ∈ {1, . . . , n}
be chosen uniformly at random and let Wn be a uniformly random neighbour of Vn in Tn.
Then build Tn+1 from Tn by attaching a new vertex labelled n+ 1 to the vertex Wn, see
Figure 1. Note that, for all n ≥ 2, the vertex set of Tn is {1, . . . , n}. Moreover, setting
W1 = 1, then the edge set of Tn is {{m+ 1,Wm}, 1 ≤ m ≤ n− 1}. We call Tn the 1-step
friend tree, inspired by the following picture. In a 1-step friend tree a person selects a
random stranger and befriends a uniformly random friend of theirs. A 2-step friend tree
would correspond to, instead, befriending a uniformly random friend of the stranger’s
random friend. In most of this work, we refer to the 1-step friend tree simply as the
random friend tree (RFT).

Motivation and challenges. This model gives rise to numerous interesting emergent
phenomena that make it worth studying. A first feature of the model is a rich-get-richer
mechanism. In the preferential attachment model, it is embedded into the dynamics that
vertices with many neighbours accumulate more neighbours. In the friend tree, vertices
that have many neighbours with low degree accumulate more neighbours. It turns out
that, the highest degree vertices mostly have leaves as neighbours, so the growth of
high-degree vertices is mostly determined by their degree. In fact, the reinforcement is
strengthened by a second effect: the larger the degree of a vertex, the less likely it is
for its neighbours to increase their degree, so the more likely it is for the high degree
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Figure 1: A realisation up to n = 9, with Vn in blue and Wn in yellow.

vertex itself to increase its degree. Unlike in the preferential attachment model, this is a
result of the dynamics rather than a built-in feature.

Furthermore, the model is part of a whole family of models that in some sense inter-
polate between the uniform random recursive tree (URRT) and the linear preferential
attachment tree (PA tree). Indeed, in the k-step friend tree, new vertices attach to the
endpoint of a random walk of length k that starts at a random vertex. If k = 0, the result-
ing model is the URRT. If k was chosen so large that the random walk is perfectly mixed,
the resulting model would be a PA tree. In other words, for k large, the starting point of
the random walk has a negligible effect and the end point is distributed proportionally to
the degree of each vertex. Our work demonstrates several features of the 1-step friend
tree which are remarkably different from both the URRT and the PA tree. It is therefore
worth investigating what range of behaviour can be observed in the entire family. In a
related model, Engländer et al. [9] study a “random walk tree builder” where a tree is
grown by a random walk. More precisely, a walker is moving at random on the tree and
at each time step n, with probability n−γ , a neighbour is added to the vertex where the
walker is. They prove that this model is actually a PA tree for an appropriate choice of γ.
Unlike the friend tree model, where a new random walk is started at every time step, a
single random walk is able to produce a tree displaying a rich gets richer phenomenon.
This further motivates the study of the friend tree model in its whole range, and suggests
the investigation of its possible links to the “random walk tree builder” model.

The challenges of studying 1-step friend trees are numerous. For example, even if
the process grows locally (one needs to know the neighbours of the randomly picked
vertex to understand the connection probabilities), tracking only local information does
not suffice to study how degrees evolve over time. Indeed, to understand how the vertex
degrees change within two time steps, one must keep track of the degrees of second
neighbours, and in general, for t time steps one must track the t’th neighbourhood of
every vertex. Note that this challenge does not arise in either directed redirection or
the preferential attachment model; in those models the growth of a vertex degree only
depends on the vertex degree itself, so degrees can be tracked on their own without
considering the global structure of the tree. For k-step friend trees, the dependencies
grow stronger as k increases, bringing in new challenges that we do not attempt to
tackle in the current work.

Results and comparison. Some of the structural properties of random friend trees
are comparable to those of the URRT. In Theorem 4.2, we show that the diameter is of
logarithmic order almost surely (like for the URRT and the PA tree [18]). Moreover, as
we show in Theorems 4.3 and 4.4 respectively, both in the random friend tree and in the
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URRT, the largest distance to the nearest leaf in the n-vertex tree is Θ(log(n)/ log log(n))

in probability.

However, the interaction between neighbouring vertices in the attachment procedure
yields significant structural differences between the random friend tree and both the
URRT and the PA tree. The degree sequence might be the most illustrative of this
difference. Regarding the high-degree vertices, we prove in Theorem 3.2 that “hubs”
of linear degree appear almost surely, whereas in a URRT the maximum degree is
logarithmic (Devroye and Lu [7]) and in linear preferential attachment tree the largest
degree is of order

√
n (van der Hofstad [20], Theorem 1.17). In fact, the dynamics of

low-degree vertices ‘feeding their neighbours’ implies that for every edge, at least one
of the endpoints has asymptotically linear degree almost surely, so that a highly modular
network emerges. This phenomenon has not been observed in any other random tree
model, as far as the authors of this paper are aware. The existence of linear degree hubs
also implies that two uniformly random vertices in Tn are at distance two from each
other with probability bounded away from zero, while in both the URRT and the PA tree
typical distances grow logarithmically [6],[21, Theorem 8.1]. As for low-degree vertices,
both in PA trees and URRT an asymptotically positive fraction of vertices have degree at
least two, but we shall show that a random friend tree of size n has n− o(n0.9) leaves.
While a URRT of size n has on average n/2k−1 vertices of degree at least k for fixed k

(Janson [11]), for friend trees, asymptotically, this number sits between n0.1 and n0.9 (see
Theorem 4.7). The proliferation of hubs and the interaction between neighbours block
most leaves from ever growing their degree. Proposition 5.1 shows that most leaves
remain leaves forever1, whereas for URRT and PA trees, the degree of every vertex is
a.s. unbounded.

Earlier work. The only previous rigorous result on random friend trees the authors
are aware of was obtained by Cannings and Jordan [5], who show that in the 1-step
friend tree, n− o(n) of the vertices are leaves almost surely. Random friend trees were
also studied in the physics literature by Krapivsky and Redner [15]. In that work, the
authors use simulations and non-rigorous arguments to study the distribution of size of
the largest degrees and the order of growth of the number of non-leaves, and estimate
the degree distribution restricted to the bounded-degree vertices. They conjecture that,
for any fixed k, the number of degree k vertices is of the order of nµ for µ ≈ 0.566.
Moreover, they conjecture that among the non-leaf vertices, the proportion of degree k

vertices is of the order of k−(1+µ). We discuss their estimates in Section 7.

Outline. First, in Section 2 we introduce notation that we use throughout the paper.
We then present our main results for friend trees. Our findings can naturally be divided
into local and global properties, which we present in Section 3 and 4 respectively. In
Sections 5 and 6 we prove our main results. Finally, Section 7 contains some open
questions about random friend trees.

2 Notation

For a graph G and a vertex v of G, write N (v;G) for the neighbourhood of v in
G and L(v;G) for the set of leaf neighbours of v in G (i.e. vertices of degree one in
N (v;G)). In the rest of the paper, Tn denotes a tree of size n obtained from the random
friend tree model. The set of vertices of Tn is [n] := {1, . . . , n}, where the label of the
vertex is its time of arrival in the tree. Since every integer k ∈ N is a vertex of Tn

for all n ≥ k, we take the liberty of referring to integers of N as vertices. For v ∈ Tn,
let Dn(v) = |N (v;Tn)| be the degree and let Ln(v) = |L(v;Tn)| be the number of leaf

1So one might argue that ‘random loneliness tree’ is in fact a more appropriate name for our model.
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Figure 2: A realisation of Tn with n = 1000.

neighbours of v in Tn. Define the random variable

Zv := lim inf
n→∞

Dn(v)

n
.

A vertex v ∈ N is called a hub if Zv > 0, that is, if the degree of v is of linear order
asymptotically. A vertex w is said to be a child of vertex v in Tn if w ∈ N (v;Tn) and v < w.
If w is a child of v, then v is the parent of w. For i, j ∈ [n], denote by dn(i, j) the graph
distance between vertices i and j in Tn. We also introduce Diamn := maxi,j∈[n] dn(i, j),
the diameter of Tn, and let Mn := maxi≤n min{ℓ: Dn(ℓ)=1} dn(i, ℓ) be the maximal distance
of any vertex of Tn to its nearest leaf. For integers n, k ≥ 1 we let Xk

n = {v ∈ [n] : Dn(v) =

k} be the number of vertices of degree k in Tn, and let X≥k
n =

∑
j≥k X

j
n.

For any sequence (xn)n≥1, we define, for all n ≥ 1, ∆xn := xn+1−xn. For non-negative
(xn)n≥1 and positive (yn)n≥1 we write xn = O(yn) and yn = Ω(xn) if lim supn→∞

xn

yn
< ∞

and we write xn = o(yn) and yn = ω(xn) if limn→∞
xn

yn
= 0. We say that xn = Θ(yn)

if xn = O(yn) and xn = Ω(yn) both hold. We also use this notation with a p subscript
meaning that the property holds in probability. So, for sequences (Xn) and (Yn) of
non-negative random variables, we write Xn = Op(Yn) and Yn = Ωp(Xn) if for all ε > 0,
there exist M > 0 and K > 0 such that for all n ≥ M , P {Xn > KYn} < ε. We write
Xn = op(Yn) and Yn = ωp(Xn) if for all ε > 0, δ > 0, there exists M > 0 such that for all
n ≥ M , P {Xn > δYn} < ε. We write Xn = Θp(Yn) if both Xn = Op(Yn) and Xn = Ωp(Yn).
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3 Local results

In this section we state our results regarding the properties of individual vertices
and their close neighbourhoods. First, we state a convergence result for the normalised
degree.

Theorem 3.1 (Convergence of normalised degree). For vertex u ∈ N, the random
variables Dn(u), Ln(u) and Zu, defined in Section 2, are such that

Dn(u)

n
→ Zu and

Ln(u)

n
→ Zu

almost surely as n → ∞.

We observe that
∑

i≥1 Zi ≤ 1 almost surely. Indeed, on the event that this sum
exceeds 1, then there must be k ∈ N and δ > 0 such that Z1 + · · ·+ Zk = 1 + δ. But this
would imply that there is a finite n such that the number of leaves neighbouring vertices
1, . . . , k in Tn satisfies Ln(1) + · · ·+ Ln(k) ≥ (1 + δ/2)n. However, the number of leaves
in Tn is at most n− 1 deterministically, so this gives a contradiction.

We conjecture that
∑

i≥1 Z1 = 1 almost surely, implying that, asymptotically, all but a
negligible proportion of the vertices are a leaf next to a hub. We discuss this and other
open questions on the law of (Zi)i≥1 in Section 7.

A striking property of the friend tree concerns the degree of an edge.

Theorem 3.2 (Abundance of hubs). The degree of every edge is almost surely
asymptotically linear. That is, for any m ≥ 1, if Wm is the parent of m+ 1, then
Zm+1 + ZWm

> 0 almost surely.

We also study the limit of the proportion of vertices that are adjacent to Wn. This
theorem shows that the mean of the empirical law of Dn(Wn)/n given Tn converges
almost surely, implying that this global property of Tn “stabilizes" as n grows large. We
conjecture that, in fact, the empirical law itself converges almost surely to

∑
i≥0 ZiδZi

with respect to the Prokhorov topology. This is in fact equivalent to the conjecture that∑
i≥1 Zi = 1 almost surely.

Theorem 3.3 (Expected degree ofWn). As n → ∞, 1
nE [Dn(Wn)|Tn] has a positive

almost sure limit. Moreover, 1
nE [Dn(Wn)] converges to some positive number as

n → ∞.

Another notable property of random friend trees concerns the probability of a vertex
having bounded degree.

Theorem 3.4 (Bounded degree). Let k be a positive integer. Fix v ∈ N. Then, for
all n ≥ v,

P {Dn+j(v) = k ∀j ≥ 0 | Tn } > ck1[Dn(v)=k],

where the constant ck > 0 only depends on k.

In particular, Theorem 3.4 implies that it is impossible to ‘diagnose’ which vertices are
the hubs, even at a very large time. Indeed, every vertex, no matter how large its degree
is, has probability bounded away from zero to never acquire any new neighbours. We
prove Theorems 3.1 and 3.2 in Section 5.1, the proof of Theorem 3.3 can be found in
Section 5.2 and Theorem 3.4 is proven in Section 5.3.
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4 Global results

We now present our results on the global properties of random friend trees.

Theorem 4.1 (Typical distances). For Un and Vn two uniformly random vertices
in Tn, it holds that the distance between Un and Vn is equal to 2 with probability
bounded away from zero. Moreover, the distance between vertex 1 and Un is at
most 2 with probability bounded away from 0.

The previous result sets the random friend tree apart from the “universality class"
of logarithmic trees (and in particular from the uniform random recursive tree and
preferential attachment trees), in which typical distances are logarithmic.

The next result shows that, while distances between typical vertices can be very
small, the diameter of random friend trees is indeed logarithmic.

Theorem 4.2 (Diameter of random friend trees). Almost surely

1 ≤ lim inf
n

Diamn

log(n)
≤ lim sup

n

Diamn

log(n)
≤ 4e .

In particular, this means that, asymptotically, a path of arbitrary length is present in
the tree. Since for every edge at least one of its endpoints is a hub, this implies that an
asymptotically unbounded number of hubs are present. We strengthen this statement in
Theorem 4.5, where we prove an almost sure polynomial lower bound for the number of
hubs in Tn.

We also study the leaf-depth in Tn. The next result implies that, although each vertex
is at distance at most 1 from a hub, and will therefore eventually be at distance at most
two from the nearest leaf, at fixed times there are still exceptional locations in the graph
where the nearest leaf is much further away.

Theorem 4.3 (Leaf depth). Let Mn be the maximal distance of any vertex to its
nearest leaf in Tn. Then

Mn = Θ

(
log(n)

log log(n)

)
in probability.

An input to the proof of Theorem 4.3 is the corresponding result for the URRT, which
we state as a separate theorem.

Theorem 4.4 (Leaf depth in URRT). Let M ′
n be the maximal distance of any vertex

to its nearest leaf in a URRT. Then,

M ′
n = Θ

(
log(n)

log log(n)

)
in probability.

We prove Theorem 4.3 using Theorem 4.4 and a coupling between URRTs and random
friend trees under which distances are at most a factor of two larger in the URRT than in
the random friend tree to which it is coupled. This coupling is presented in Lemma 6.3,
below.

Another global property of interest is the degree distribution of the tree. We study
degree statistics at both ends of the spectrum, for both sub-linear-degree vertices and
bounded-degree vertices. We get the following lower bound on the number of hubs in
Tn.
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Theorem 4.5 (Number of hubs). There exists a constant δ > 0.1 such that

#{u ∈ [n] : Zu > 0}
nδ

→ ∞ a.s.

The following theorem concerns the number of high degree vertices.

Theorem 4.6 (Abundance of high degree vertices). For any sequence (mn)n≥1,
satisfying mn = o(n), almost surely

lim
n→∞

X≥mn
n = ∞.

The next theorem gives polynomial upper and lower bounds for the number of
bounded degree vertices.

Theorem 4.7 (Polynomial bounds on low-degree vertices). There exist constants
0.1 < δ ≤ λ < 0.9 such that, for any k ≥ 2, almost surely

lim
n→∞

X≥k
n

nδ
= ∞ ,

lim
n→∞

X≥k
n

nλ
= 0 .

It has been conjectured by Krapivsky and Redner [15] that a stronger statement is true
for the RFT. They conjecture that there exists a constant µ ≈ 0.566 such that, n−µX≥k

n →
Xk, where Xk is a non-degenerate random variable. Moreover, they conjecture that
Xk

n/X
≥2
n has an almost sure limit which is Θ(k−(1+µ)).

Finally, we show that X≥k
n = Θ(X≥2

n ) almost surely, for any fixed k.

Theorem 4.8 (Comparing low-degree vertices). There exists a sequence (ck)k≥2

of positive real numbers, such that for any k ≥ 2,

ck < lim inf
n≥∞

X≥k+1
n

X≥k
n

≤ 1

almost surely.

We prove Theorem 4.1 in Section 6.1 and we prove Theorem 4.2 in Section 6.2. The
proofs of Theorems 4.3 and 4.4 are in Section 6.3. Finally, Theorems 4.5 and 4.6 are
proven in Section 6.4 and Theorems 4.7 and 4.8 are proven in Section 6.5. Although
Theorem 4.7 is invoked in the proofs of several of the earlier results, we postpone its
proof to later in the paper, as it is quite technical.

5 Proofs of local properties

5.1 Hubs

[Proof of Theorems 3.1 and 3.2] We prove Theorem 3.1 with a submartingale argu-
ment, deferring a crucial step of the proof to Section 6.

Proof of Theorem 3.1. Fix v ∈ Tn. Note that Ln+1(v) = Ln(v) + 1 if Wn = v. For Vn = u

a neighbour of v, P {Wn = v|Vn = u} = 1/Dn(u). Since Vn is a uniform sample from [n],
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it follows that

P {Ln+1(n) = Ln(v) + 1 | Tn} =
∑

u∈N (v;Tn)

1

n

1

Dn(u)
.

Next, Ln+1(v) = Ln(v)− 1 if Vn = v and Wn ∈ L(v;Tn). Thus,

E [Ln+1(v) | Tn] = Ln(v)−
1

n

Ln(v)

Dn(v)
+

∑
u∈N (v;Tn)

1

n

1

Dn(u)
.

Using that Ln(v) ≤ Dn(v) and, for a leaf v, Dn(v) = 1, we can lower bound the above by
Ln(v)− 1

n + Ln(v)
n . By rearrangement it follows that

E

[
Ln+1(v)− 1

n+ 1

∣∣∣∣ Tn

]
≥ Ln(v)− 1

n
.

Thus, for any m ∈ N, the process ((Ln(v)−1)/n, n ≥ m−1) is a submartingale relative to
the filtration generated by the random friend tree process. It is bounded, so it converges
almost surely. Furthermore, by the trivial inequalities

Ln(u)

n
≤ Dn(u)

n
≤ Ln(u) +X≥2

n

n
,

the joint convergence follows from Theorem 4.7 below, stating that n−1X≥2
n → 0 almost

surely.

Recall that a vertex u is a hub if Zu > 0. Theorem 3.2 implies that each edge has at
least one endpoint that is a hub, which, in particular, shows that hubs exist.

Proof of Theorem 3.2. Fix m ∈ N. For n ≥ m + 1, write Dn := Dn(m + 1) + Dn(Wm)

for the total number of neighbours of vertex m + 1 and vertex Wm at time n. Write
Ln := Ln(m+ 1) + Ln(Wm) for the number of those neighbours that are leaves. We have
Lm+1 ≥ 1 and Dm+1 ≥ 3. Note that Dn is non-decreasing and that if Dn+1 = Dn +1 then
also Ln+1 = Ln + 1, so ∆(Ln, Dn) ∈ {(1, 1), (0, 0), (−1, 0)}.

Moreover,

P {∆(Ln, Dn) = (1, 1) | (Li, Di),m+ 1 ≤ i ≤ n} ≥ 1

n

(
Ln +

1

Dn

)
, (5.1)

since, to have ∆(Ln, Dn) = (1, 1), it suffices that either Vn ∈ L(m+ 1;Tn) ∪ L(Wm;Tn) or
else that {Vn,Wn} = {m+ 1,Wm}. We also have

P {∆(Ln, Dn) = (−1, 0) | (Li, Di),m+ 1 ≤ i ≤ n} ≤ min(2, Ln)

n
, (5.2)

since if ∆(Ln, Dn) = (−1, 0), then Vn ∈ {m,Wm} and Wn ∈ L(m;Tn) ∪ L(Wm;Tn).
We claim that Dn → ∞ almost surely. We fix k ∈ N and show that the stopping time

τk = min{n ≥ m + 1 : Dn ≥ k} is finite almost surely. On the event that τk < n, (5.1)
implies that ∆Dn | Tn stochastically dominates a Bernoulli( 1

nk ) random variable. If Bi are
independent Bernoulli( 1

ik ) random variables,
∑n

i=m+1 Bi → ∞ almost surely, so τk < ∞
almost surely. It then follows that #{n : Ln > 0} = ∞ almost surely. Indeed, Dn → ∞
implies that ∆(Dn, Ln) = (1, 1) infinitely many times, so if Ln ever hits zero it almost
surely becomes positive again.

Let (Jk, k ≥ 0) be the sequence of jump times of the process (∆(Ln, Dn))n, that is
J0 = m+ 1 and Jk = min{ℓ > Jk−1 : ∆(Lℓ−1, Dℓ−1) ̸= (0, 0)} for k ≥ 1. This sequence has
infinite length because Dn → ∞ almost surely.
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Our goal is to show that Ln grows linearly. To do so, we couple Ln to an urn process.
Inequalities (5.1) and (5.2) suggest that the growth of Ln is similar to the growth of the
number of black balls in a standard Pólya urn with black and white balls. One difference
being that, at time n, with probability at most 2/n, a black ball is replaced by a white
ball. Nonetheless, we exhibit a coupling between Ln and the number of black balls
in a standard Pólya urn of black and white balls of size n. More precisely, a coupling
where Ln is greater than the number of black balls in the Pólya urn of size n. This
coupling can fail, meaning that it is valid until a random time S that is finite with positive
probability. We say that the coupling succeeds if S = ∞. We show that this coupling
succeeds with probability greater than 0, and that, if it fails, we may try again by starting
a new coupling at a subsequent time. This guarantees that one of the coupling attempts
is successful, proving that Ln grows linearly, because the number of black balls in a
standard Pólya urn grows linearly almost surely.

The coupling is started at a time where Ln is at least 10. The bounds (5.1) and (5.2) on
the transition probabilities show that the process (LJk

, k ≥ 0) stochastically dominates a
simple symmetric random walk reflected at 0. This, in particular, implies that there are
infinitely many n such that Ln ≥ 10, because Jk → ∞ almost surely.

Let ρ1 be the first time for which Lρ1 ≥ 10 (and so Lρ1 = 10). A first coupling is
started from time ρ1. For any k, if the kth coupling fails, let ρk+1 be the first time after
the failure at which Lρk+1

≥ 10 and start the (k + 1)st coupling from that time. We show
that there is a c > 0 so that for each k, given that couplings 1, . . . , k − 1 all failed, the kth
coupling succeeds with probability at least c. This implies that there is an almost surely
finite M so that the M th coupling succeeds.

So let us fix some N > 0 and condition on ρk = N . Now define Bn the number of
black balls in a Pólya urn starting at time N with 5 black balls and N −5 white balls (with
the standard replacement rule that a drawn ball is replaced along with one extra ball
of the same colour). Note that LN = Lρk

≥ 10 so LN − BN ≥ 5. We couple Ln and Bn

from time N onwards and we say the coupling fails at time S if S is the first time S > N

at which LS − BS ≤ 4. If the coupling never fails we set S = ∞. Then, for n ∈ [N,S],
we can couple Ln and Bn such that if Bn+1 = Bn + 1 then Ln+1 = Ln + 1. From this
coupling, for n ≥ N ,

P {∆(Ln −Bn) = 1 | S > n} ≥ Ln −Bn

n

P {∆(Ln −Bn) = −1 | S > n} ≤ 2

n
.

This means that until the coupling fails, Ln −Bn can be coupled to a symmetric random
walk for which an increment with value 1 is twice as likely as an increment with value
−1. We introduce Rk, a random walk with R0 = 5 and

Rk+1 −Rk =

{
+1 with probability 2

3 ,

−1 with probability 1
3 .

Set I0 = N and let Ik+1 = min{j ≥ Ik : ∆(Ln −Bn) ̸= 0} be the kth jump time of Ln −Bn.
Then (Rk, k ≥ 0) and (Ln −Bn, n ≥ N) can be coupled such that if Ik ≤ S

LIk −BIk ≥ Rk.

With positive probability Rk > 4 for all k, so with positive probability, not depending
on N , S = ∞. This shows that, almost surely, one of the coupling attempt succeeds.
Suppose that the kth coupling succeeds and that ρk = N . Then, for Bn as above, Ln ≥ Bn

for n ≥ N , so since

lim
n→∞

Bn

n
> 0 almost surely,
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by a standard result on Pólya urns (see Mahmoud [17, Section 3.2]), we also get that

lim inf
n→∞

Ln

n
> 0 almost surely,

which implies the statement.

5.2 Expected degree of Wn

[Proof of Theorem 3.3]

We show the statement using the almost sure martingale convergence theorem by
identifying a supermartingale. Set Yn := E [Dn(Wn)|Tn] so that Yn is adapted to σ(Tn)

and note that

Yn =
1

n

∑
i∈[n]

E [Dn(Wn) | Tn, Vn = i] =
1

n

∑
i∈[n]

 1

Dn(i)

∑
j∼Tn i

Dn(j)

 .

To identify the supermartingale, we study

E [ (n+ 1)Yn+1 | Tn] = E

 ∑
i∈[n+1]

∑
j∼Tn+1

i

Dn+1(j)

Dn+1(i)

∣∣∣∣∣∣ Tn

 .

Observe that the only randomness in Yn+1, conditional on Tn, comes from the choice of
Wn. It holds that Dn+1(Wn) = Dn(Wn) + 1, and the new neighbour of Wn (vertex n+ 1)
has degree 1. Moreover, Dn+1(n+ 1) = 1, because every vertex starts as a leaf, and its
neighbour is Wn. Finally, Dn+1(i) = Dn(i) for all other i. Therefore, we get the following

equalities for the different terms in
∑

i∈[n+1]

∑
j∼Tn+1

i
Dn+1(j)
Dn+1(i)

:

∑
j∼Tn+1

i

Dn+1(j)

Dn+1(i)
=


1

Dn(Wn)+1 +
∑

j∼TnWn

Dn(j)
Dn(Wn)+1 for i = Wn

Dn(Wn) + 1 for i = n+ 1
1[i∼Tn

Wn]

Dn(i)
+

∑
j∼Tn i

Dn(j)
Dn(i)

otherwise.

Combining these cases, we see that

E [ (n+ 1)Yn+1 | Tn]

=
∑
i∈[n]

∑
j∼Tn i

Dn(j)

Dn(i)

+E

 1

Dn(Wn) + 1
−
(

1

Dn(Wn)
− 1

Dn(Wn) + 1

) ∑
j∼TnWn

Dn(j)

∣∣∣∣∣∣ Tn


+E

Dn(Wn) + 1 +
∑

j∼TnWn

1

Dn(j)

∣∣∣∣∣∣ Tn

 .

Then, using that Dn(j) ≥ 1 for all j ∼Tn
i we get that the second term on the right hand

side is positive. To get an upper bound for the third term, we again use that Dn(j) ≥ 1

to get that

E [ (n+ 1)Yn+1 | Tn] ≤
∑
i∈[n]

∑
j∼Tn i

Dn(j)

Dn(i)
+E [ 2Dn(Wn) + 1 | Tn] ≤ (n+ 2)Yn + 1,
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so that E [Yn+1/(n+ 2) | Yn] ≤ Yn/(n+1)+1/(n+1)2, and therefore Yn/(n+1)−
∑n

i=1 1/i
2

is a supermartingale in the filtration generated by Tn, and therefore has an almost sure
limit. Since 1/i2 is summable, it follows that 1

nE [Dn(Wn) | Tn] has an almost sure limit.

To see that the limit is positive, note that Theorem 3.2 implies that for any ε > 0,
there is a δ > 0 so that P {Z1 + Z2 > δ} > 1− ε.

Then, observe that

E
[

1
nDn(Wn)

∣∣ Tn

]
> 1

nDn(1)P {Wn = 1 | Tn}+ 1
nDn(2)P {Wn = 2 | Tn}

≥ Ln(1)
2 + Ln(2)

2

n2
,

since Dn(i) ≥ Ln(i) and P {Wn = i | Tn} ≥ Ln(i)/n for i = 1, 2. Then, note that, if
Ln(1) + Ln(2) > δn/2 then

Ln(1)
2 + Ln(2)

2

n2
≥ (max{Ln(1)/n, Ln(2)/n})2 ≥ (δ/4)2,

so

P
{

1
nE [Dn(Wn) | Tn] > δ2/16

}
≥ P {Ln(1) + Ln(2) > δn/2} .

But, 1
n (Ln(1) + Ln(2)) → Z1 + Z2 almost surely, so

lim inf
n→∞

P {Ln(1) + Ln(2) > δn/2} > 1− ε

so also

lim inf
n→∞

P
{

1
nE [Dn(Wn) | Tn] > δ2/16

}
> 1− ε,

which implies the statement.

The convergence in expectation follows from the bounded convergence theorem,
since 1

nDn(Wn) ≤ 1 deterministically.

5.3 Eternal leaves and eternal degree k vertices

[Proof of Theorem 3.4] Note that, for any integer i, Dn(i) is increasing in n and
therefore it has an almost sure limit (that might be infinite). For a vertex ℓ that is a
leaf at time m, we say it is temporary if limn→∞ Dn(ℓ) > Dm(ℓ) = 1. Otherwise we
call it eternal. Similarly, we call a vertex v that has degree k at time m temporary
if limn→∞ Dn(v) > Dm(v) = k and otherwise we call it eternal. Informally, our next
proposition says that, only a bounded number of leaves next to a given hub ever stop
being a leaf.

Proposition 5.1. For n ≥ v, let Sn(v) be the number of temporary leaves attached to
v at time n. If P {Zv > 0} > 0, then conditional on Zv > 0, Sn(v) is tight, that is, for all
ε > 0 there exists a constant M > 0 such that P {Sn(v) > M | Zv > 0} < ε for all n ≥ v.

Proof. Fix ε > 0. Suppose v is a hub, that is Zv = limn→∞
Dn(v)

n > 0. This implies
that there is a δ and a N > v such that P {∀n ≥ N Ln(v) > δn | Zv > 0} > 1 − ε/2. We
show that there exists a constant K such that E

[
Sk(v)1[∀n≥N Ln(v)>δn]

]
< K for all

k ≥ N . We first show that this implies the statement. Write P {Zv > 0} = ρ, so that
E
[
Sk(v)1[∀n≥N Ln(v)>δn] | Zv > 0

]
< K/ρ. Observe that Ln(v) > δn ∀n ≥ N implies

Zv > 0. Then, we see that for k ≥ N and ε > 0,
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P
{
Sk(v) >

2K
ρε | Zv > 0

}
≤ P {∃n ≥ N : Ln(v) ≤ δn | Zv > 0}+P

{
Sk(v) >

2K
ρε ,∀n ≥ N Ln(v) > δn | Zv > 0

}
≤ ε/2 +P

{
Sk(v) >

2K
ρε | ∀n ≥ N Ln(v) > δn

}
P {Ln(v) > δn ∀n ≥ N | Zv > 0}

≤ ε/2 + ερ
2KE [Sk(v) | ∀n ≥ N Ln(v) > δn]P {Ln(v) > δn ∀n ≥ N | Zv > 0}

= ε/2 + ερ
2KE

[
Sk(v)1[∀n≥N Ln(v)>δn]

∣∣ Zv > 0
]
< ε,

where we use Markov’s inequality in the penultimate line.
We now show that there exists a constant K such that E

[
Sk(v)1[∀n≥N Ln(v)>δn]

]
< K

for all k ≥ N . Note that, at any time M ≥ k, if w is a leaf neighbouring v, then w stops
being a leaf if VM = v and WM = w. Conditionally on TM , this occurs with probability
1/(MDM (v)), so the probability that this happens for some vertex in L(v;Tk) is at most
k/(MDM (v)), because |L(v;Tk)| < k. Therefore, the probability that the number of
leaves in L(v;Tk) that are no longer leaves increases at time M ≥ k satisfies

P {∆|L(v;Tk) ∩ L(v;TM )c| = 1, Ln(v) > δn ∀n ≥ N}

≤ P {∆|L(v;Tk) ∩ L(v;TM )c| = 1, LM (v) > δM} ≤ k

δM2
.

Therefore

E
[
Sk(v)1[Ln(v)>δn ∀n≥N ]

]
≤

∑
M≥k

k

δM2
≤ K

for some constant K not depending on k, which proves the claim.

The next corollary, stating that the number of eternal leaves attached to any edge
grows linearly with high probability, is a consequence of the proposition above and
Theorem 3.2. Indeed, since every edge has linear degree almost surely, given the
presence of edge (u, v), either u or v has probability at least 1/2 of being a hub.

Corollary 5.2. Fix an edge (u, v) and for n ≥ max(u, v) define En(u, v) := |{w ∈
N (u;Tn) ∪ N (v;Tn) : w is an eternal leaf}|. Then, En(u, v) grows linearly with high
probability, that is, there exists δ > 0 such that for every ε > 0 there is a N = N (u, v)

such that
P {∃n > N : En(u, v) < δn} < ε .

We now prove Theorem 3.4.

Proof of Theorem 3.4. Fix v ∈ N. We first prove the statement for k = 1, and then
discuss how to adapt the proof to general k. If Dn(v) = 1 then let w denote the unique
neighbour of v in Tn. We show that v is an eternal leaf with positive probability by
showing that, with positive probability, the vertex w acquires a large number of leaf
neighbours, ensuring that both the degree of w grows and that, when a new vertex is
attached to a uniform neighbour of w, it is unlikely that v is chosen. Fix N and let

τ = min {t ∈ N : #{n < i ≤ t : Vi ∈ {v, w}} = N}

be the random time at which a new vertex is attached to a random neighbour of either v

or w exactly N times since time n. Define AN as the event {#{n < i ≤ τ : Vi = v} = N}.
Since Vi is chosen uniformly at random, with probability 2−N , Vi = v exactly N times
between times n and τ . So, P {AN} = 2−N . Recall that Dn(v) = 1, so conditionally on
AN , Dτ (v) = 1 because for all i ∈ [n, τ ], Vi ̸= u, and thus Wi ̸= v. Moreover, Lτ (w) ≥ N ,
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because, conditioned on AN , when Vi = v, Wi = w, so that a new leaf is attached to w.
Since for all i ∈ [n, τ ] Vi ̸= u, these leaves stay leaves until time τ . We show that, on
the event AN , v is an eternal leaf with positive probability, because it is likely that w
continues to acquire many leaf neighbours beyond time τ , making it unlikely for the
degree of v to grow.

For j ≥ 0, set aj = τ · 2j and ℓj = N(5/4)j so that aj+1 − aj = aj and ℓj+1 − ℓj = ℓj/4.
Define the following events for j ≥ 0:

Ej := {Daj+1(v) > 1},
Fj := {#{i ∈ (aj , aj+1] : Vi = w} > m(j + 1)},
Gj := {Laj+1

(w) < ℓj+1},
Bj := Ej ∪ Fj ∪Gj ,

where m > 0 is such that m < N/20. In words, Ej is the event that vertex v is not a
leaf in Taj+1

. The event Fj corresponds to the event that between steps (aj , aj+1], new
vertices attach to a random neighbour of w more than m(j+1) times and Gj corresponds
to the event that w has less than ℓj+1 leaf neighbours in Taj+1

. It suffices to prove that

P

⋃
j≥0

Bj | AN

 < 3/4 . (5.3)

Indeed,
P {v is an eternal leaf} = P

{
∩j≥0E

c
j

}
≥ P

{
∩j≥0B

c
j

}
,

since Bc
j ⊂ Ec

j . By (5.3),

P
{
∩j≥0B

c
j

}
≥ P

{
∩j≥0B

c
j , AN

}
= P {AN}P

{
∩j≥0B

c
j | AN

}
≥ 1

4
2−N .

This implies
P {v is an eternal leaf} ≥ 2−(N+2) ,

proving Theorem 3.4 for k = 1. To show (5.3) we begin by noting that

P
{
Ej | ∩j−1

i=0 Bc
i , AN

}
≤ E

E
 aj+1∑

i=aj

1

iℓj

∣∣∣∣∣∣ τ

 ≤ 1

ℓj
(1 + log(2)) ,

where the first inequality holds since the conditioning implies that vertex w has degree at
least ℓj from time aj onwards. Next, since the probability of Vi = w equals to 1/i ≤ 1/aj
for all i ≥ aj , we deduce that, for j ≥ 1,

P
{
Fj | ∩j−1

i=0 Bc
i , AN

}
≤ P {Bin(aj+1 − aj , 1/aj) > m(j + 1)} ≤ e−m(j+1)/3 ,

by a Chernoff bound ([13, Theorem 2.1.]). Lastly, under the previous conditioning
and given F c

j , the probability of Gj is less than the probability of creating fewer than
ℓj+1 +m(j + 1) − ℓj new leaf neighbours for w between steps (aj , aj+1]. Conditionally
on F c

j , the probability of attaching vertex i + 1 to w at time i ∈ (aj , aj+1] is at least
(ℓj −m(j + 1))/aj+1. Thus

P
{
Gj | ∩j−1

i=0 Bc
i , F

c
j , AN

}
≤ P

{
Bin

(
aj+1 − aj ,

ℓj −m(j + 1)

aj+1

)
≤ ℓj+1 +m(j + 1)− ℓj

}
≤ e−ℓj/90,
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where we use that m < N/20, so that m(j + 1) ≤ 1
10ℓj and ℓj −m(j + 1) > 0 for all j ≥ 0,

and the bound then follows from the Chernoff bound. Putting everything together gives
us that,

P
{
Bj | ∩j−1

i=0 Bc
i , AN

}
≤ ℓ−1

j (1 + log(2)) + e−m(j+1)/3 + e−ℓj/90,

and

P

 ⋃
j≥0

Bj

∣∣∣∣∣∣ AN

 ≤
∑
j≥0

P
{
Bj | ∩j−1

i=0 Bc
i , AN

}
≤ 1

N

∑
j≥0

(4/5)j(1 + log(2)) +
∑
j≥1

e−m(j+1)/3 +
∑
j≥0

e−N (5/4)j/90.

Now, choose m sufficiently large so that the second sum is smaller than 1/4, then choose
N large enough so that m < N/20 and the first and the third sum are both smaller than
1/4; this proves the statement for k = 1. Next, we adapt the statement for general k.
Conditionally on Tn, if Dn(v) = k then we define τ as the random time at which a new
vertex has been attached to a random friend of vertex v or one of its k neighbours exactly
kN times. That is, τ = min{t : #{n < i ≤ t : Vi ∈ {v} ∪ N (v;Tn)} = kN}. Then, with
probability at least (k + 1)−kN exactly N of these kN new leaves are attached to each of
the k neighbours of v. We call this event AN = {∀w ∈ N (v;Tn) : #{n < i ≤ τ : Vi = w} =

N}. Conditionally on AN , we show that v is an eternal degree k vertex with positive
probability, because it is likely that all of the neighbours of v continue to acquire many
leaf neighbours beyond time τ , making it unlikely for the degree of v to grow.

Let w1, . . . , wk denote the neighbours of v in Tn. Define the events

Ek
j := {Daj+1(v) > k},

F k
j :=

k⋃
l=1

{#{i ∈ (aj , aj+1] : Vi = wl} > m(j + 1)},

Gk
j :=

k⋃
l=1

{Laj+1
(wl) < ℓj+1},

Bk
j := Ej ∪ Fj ∪Gj .

Following the same arguments used in the case of k = 1, it follows that, choosing m and
N sufficiently large, we have

P

⋃
j≥0

Bk
j | AN

 < 3/4,

which implies the statement for general k.

Note that it follows from Theorem 3.4 that, for Ek
n the number of eternal degree k

vertices in Tn,

E
[
Ek

n

]
> ck E

[
Xk

n

]
. (5.4)

6 Proofs of global properties

6.1 Typical distances

[Proof of Theorem 4.1]
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Theorem 4.1 is a consequence of Theorem 3.2. Indeed, almost surely, one of vertices
1 and 2 is a hub, so a positive proportion of vertices is a neighbour of vertex 1 or of
vertex 2. This implies that with probability bounded away from zero, both Un and Vn are
a neighbour of either vertex 1 or 2, so that the distance between them is two and the
distance from Un to 1 is at most two. More formally, by Theorem 3.2 there is an i ∈ {1, 2}
and an ϵ > 0 so that P {Zi > ϵ} > ϵ. Then, for n large enough, P {Dn(i) > ϵn/2} > ϵ/2.
For such n,

P {dn(Un, 1) ≤ 2} ≥ P {Dn(i) > ϵn/2, dn(i, Un) = 1} ≥ ϵ2/4

and

P {dn(Un, Vn) = 2} ≥ P {Dn(i) > ϵn/2, dn(i, Un) = 1, dn(i, Vn) = 1} ≥ ϵ3/8,

which proves the statement.

6.2 Diameter

[Proof of Theorem 4.2] We show that Diamn grows logarithmically almost surely, with
explicit asymptotic lower and upper bounds. We start by proving a lower bound.

Lemma 6.1. Almost surely

lim inf
n

Diamn

log(n)
≥ 1 .

Proof. Among all the paths of length Diamn present at time n, let us choose one. Denote
it by (i0 → i1 → · · · → iDiamn

). Let us remark that for n ≥ 3, Diamn is always at
least 2. Vertices i1 and iDiamn−1 are such that at most one of their neighbours is
not a leaf (otherwise there would be a path of length Diamn + 1). This implies that,
at time n, conditioned on Vn = i1, with probability at least 1/2 we have that Wn ∈
L(i1;Tn) (the same holds for iDiamn−1). But, if Wn ∈ L(i1;Tn) ∪ L(iDiamn−1;Tn) then
the diameter increases by 1. Because P {Vn ∈ {i1, iDiamn−1} | Diamn ≥ 3} = 2/n and
P {Vn ∈ {i1, iDiamn−1} | Diamn = 2} = 1/n (note that if Diamn = 2, then i1 = iDiamn−1),
then

E [∆Diamn | Tn] ≥
1

n
1[Diamn≥3] +

1

2n
1[Diamn=2] . (6.1)

To prove the lemma, we first need to show that, almost surely, Diamn reaches 3 in finite
time. Using (6.1), there exists a coupling between Diamn and

Sn := 2 +

n∑
i=4

Zi ,

where Zi are independent Bernoulli random variables with parameter 1/(2i), such that
Diamn ≥ Sn for n ≥ 3. Let M be the first time when Diamn = 3 and M ′ the first time
when Sn = 3. By our coupling of Diamn and Sn, M ≤ M ′. A direct application of [4,
Exercise 2.9] shows that lim inf Sn = ∞ almost surely and therefore M ′ (and in turn M )
are finite almost surely. We can now introduce a coupling of Diamn from time M onward.
Conditionally on M = m, (6.1) implies that Diamn can be coupled from m onward to

H(m)
n := 3 +

n∑
i=m

Xi ,

where Xi are independent Bernoulli random variables with parameters 1/i, such that

Diamn ≥ H
(m)
n . Another direct application of [4, Exercise 2.9] implies that, for fixed m,
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lim inf
n

H
(m)
n

log(n)
≥ 1 a.s.

By our coupling, if M = m, lim inf Diamn

log(n) ≥ 1 almost surely. Using that M is finite almost
surely concludes the proof.

  

Figure 3: Illustration of a RFT of size 25 and diameter 6, with vertices of one of the paths
of length 6 highlighted.

Next, we prove an upper bound for the diameter.

Lemma 6.2. Almost surely

lim sup
n

Diamn

log(n)
≤ 4e .

To prove this lemma we couple the random friend tree with the URRT process. This
coupling is the subject of the following lemma.

Lemma 6.3. The random friend tree (Tn, n ≥ 2) and the uniform random recursive tree
(T ′

n, n ≥ 2) can be coupled in such a way that for any i, j ∈ [n],

dn(i, j) ≤ 2d′n(i, j) ,

where dn(i, j) is the graph distance between vertex i and j in Tn, and d′n(i, j) is the graph
distance between vertex i and j in T ′

n.

Proof. Note that T2 = T ′
2 so the statement holds for n = 2. Fix m ≥ 2 and suppose that

we coupled (T2, . . . , Tm) and (T ′
2, . . . , T

′
m) such that for all i, j ∈ [m], dm(i, j) ≤ 2d′m(i, j).

Now, sample uniformly at random Vm ∈ [m] and let Wm be a uniform neighbour of Vm in
Tm. Let Tm+1 be the tree obtained by including vertex m+ 1 and edge {Wm,m+ 1} in
Tm and let T ′

m+1 be the tree obtained by including vertex m+ 1 and edge {Vm,m+ 1} in
T ′
m. Observe that, for i, j ∈ [m], dm+1(i, j) = dm(i, j) and d′m+1(i, j) = d′m(i, j). Now, let

i ∈ [m] and compute

dm+1(i,m+ 1) ≤ dm+1(i, Vm) + dm+1(Vm,m+ 1) = dm(i, Vm) + 2

≤ 2d′m(i, Vm) + 2 ≤ 2d′m(i,m),

where we use the triangle inequality, the induction hypothesis and the fact that for all
i ∈ [m], d′m(i,m) ≤ 1 + d′m(i, Vm).
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Proof of Lemma 6.2. Couple (Tn, n ≥ 1) to the uniform random recursive tree (T ′
n, n ≥ 1)

as in Lemma 6.3 and observe that

Diamn = max
i,j≤n

dn(i, j) ≤ 2 max
i,j≤n

d′n(i, j) ≤ 4max
i≤n

d′n(1, i).

Moreover, by Corollary 1.3 of Addario-Berry and Ford [1],

maxi≤n d
′
n(1, i)

log n
→ e almost surely,

which concludes the proof of the lemma.

6.3 Leaf-depth

[Proof of Theorems 4.3 and 4.4] Theorem 3.2 implies that, asymptotically, almost
surely each vertex is at distance at most 1 from a hub. By Theorem 3.1, each hub has
mostly leaf neighbours. This suggests that at large times, most vertices that are not
leaves are close to a leaf (distance 1 or 2). In this section, we show that at large times,
there are exceptional vertices that are much further away from the nearest leaf, namely
at distance Θ(log n/ log log n). We recall that

Mn = max
i≤n

min
ℓ:Dn(ℓ)=1

dn(i, ℓ)

is the maximal distance of any vertex to the closest leaf at time n, which we refer to as
the leaf-depth at time n. To prove Theorem 4.3, we first need the following lemma to
transfer upper bounds on the leaf-depth in the uniform random recursive trees to upper
bounds on the leaf-depth in random friend trees.

Lemma 6.4. The coupling defined in Lemma 6.3 between the random friend tree
(Tn, n ≥ 1) and the uniform random recursive tree (T ′

n, n ≥ 1) also satisfies that for any
leaf ℓ′ in T ′

n, in Tn, the vertex ℓ′ is at distance at most 1 from a leaf.

Proof. The statement clearly holds for n ≤ 2. Next, suppose that for some m the
statement is satisfied in Tm−1 and T ′

m−1. Fix an ℓ′ ≤ m so that ℓ′ is a leaf in T ′
m. We

claim that ℓ′ is at distance at most 1 from a leaf in Tm. First, if ℓ′ = m, then ℓ′ is also a
leaf in Tm and the claim follows. If ℓ′ ≤ m − 1, then ℓ′ is also a leaf in T ′

m−1, so by the
induction hypothesis, ℓ′ is at distance at most 1 from a leaf ℓ in Tm−1. If ℓ is also a leaf in
Tm, the claim follows. Otherwise, for ℓ to be a leaf in Tm−1, but not Tm it is necessary
that Wm = ℓ. If Wm = ℓ and dm−1(ℓ, ℓ

′) = 1, then ℓ′ is the unique neighbour of ℓ in Tm−1

(because ℓ is a leaf in Tm−1), so Vm = ℓ′, contradicting that ℓ′ is a leaf in T ′
m. Thus, if

Wm = ℓ, then dm−1(ℓ, ℓ
′) = 0, meaning that ℓ = ℓ′. Therefore, in Tm, vertex m is a leaf

that is at distance 1 from ℓ′.

The next lemma gives an upper bound on the leaf-depth in the uniform random
recursive tree. Together with Lemma 6.4 we deduce an upper bound for the leaf-depth
in random friend trees, given in Proposition 6.6.

Lemma 6.5. Let M ′
n be the leaf-depth in the uniform random recursive tree at time n.

Then, for any ε > 0,

P

{
M ′

n ≥ (1 + ε)
log n

log log n

}
= o(1).

Proof. Let T ′
n be the uniform random recursive tree at time n. For any vertex v ∈ T ′

n,
we define a canonical path Pn(v) in T ′

n that ends in a leaf. If v is a leaf in T ′
n, set

Pn(v) = v. Otherwise, let w = wn(v) be the neighbour of v in T ′
n with the largest label

and let Pn(v) be v concatenated with Pn(w). So, to obtain the path Pn(v), start from v
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and sequentially move to the largest labelled neighbour until reaching a leaf. Define
T ′
n(v), as the connected component of v in T ′

n if the edge between v and its parent was
removed (or, equivalently, T ′

n(v) is the subtree of T ′
n that consists of all vertices that

are connected to v by a path on which v is the lowest labelled vertex). Let |Pn(v)| be
the number of edges on the path. To prove the lemma, it is sufficient to show that
maxv∈[n] |Pn(v)| ≤ (1 + ϵ) log n/ log log n.
First, we check that, for any ℓ ≥ 1,

P { |T ′
n(wn(v))| ≥ ℓ | |T ′

n(v)| = m} =

{
1
ℓ if ℓ < m

0 otherwise,
(6.2)

where m ≤ n. Observe that, conditionally on |T ′
n(v)| = m, if the vertices in T ′

n(v) are
assigned labels in [m] that respect the order of the original labels, the resulting tree has
the same law as T ′

m. Therefore, (6.2) follows if, for any m, we have that for all ℓ ≥ 1,

P {|T ′
m(wm(1))| ≥ ℓ} =

{
1
ℓ if ℓ ≤ m

0 otherwise,

where we recall that T ′
m(wm(1)) is the subtree rooted at the youngest child of 1.

The proof is by induction on m. The statement clearly holds for m = 1. Now, suppose
the statement holds for m = k − 1. For m = k, the statement is obvious for ℓ = 1 and
ℓ > k since 1 ≤ |T ′

k(wk(1))| ≤ k. Observe that, if Vk = 1 (i.e, if vertex k connects to
vertex 1), then T ′

k(wk(1)) consists only of the vertex k in which case |T ′
k(wk(1))| = 1.

If Vk ∈ T ′
k−1(wk−1(1)), then T ′

k(wk(1)) is composed of the vertices of T ′
k−1(wk−1(1))

and vertex k, so |T ′
k(wk(1))| = |T ′

k−1(wk−1(1))| + 1. If Vk /∈ {1} ∪ T ′
k−1(wk−1(1)) then

T ′
k(wk(1)) = T ′

k−1(wk−1(1)), giving |T ′
k(wk(1))| = |T ′

k−1(wk−1(1))|. Therefore, for 1 < ℓ ≤
k,

{|T ′
k(wk(1))| ≥ ℓ} =

{{
|T ′

k−1(wk−1(1))| ≥ ℓ
}
∩ {Vk ̸= 1}

}
∪
{{

|T ′
k−1(wk−1(1))| = ℓ− 1

}
∩
{
Vk ∈ T ′

k−1(wk−1(1))
}}

.

By the induction hypothesis, for ℓ < k,

P {|T ′
k(wk(1))| ≥ ℓ} =

1

ℓ

k − 1

k
+

1

ℓ(ℓ− 1)

ℓ− 1

k
=

1

ℓ
,

and for ℓ = k,

P {|T ′
k(wk(1))| ≥ k} = 0 +

1

k − 1

k − 1

k
=

1

k
.

The equality (6.2) follows for all m. Now, define w(1) = wn(v) the vertex at distance 1

from v on Pn(v) and w(ℓ) = wn(w
(ℓ−1)) the vertex at distance ℓ from v on Pn(v). Then,

{|Pn(v)| ≥ k} = {|T ′
n(w

(1))| ≥ k} ∩ {|T ′
n(w

(2))| ≥ k − 1} ∩ · · · ∩ {|T ′
n(w

(k))| ≥ 1}.

Together with (6.2), this implies that

P {|Pn(v)| ≥ k} ≤ 1

k!
≤ ek

kk
.

Then, fix ε > 0 and subsitute (1 + ε) logn
log logn to k. The above equation directly implies that

P

{
|Pn(v)| ≥ (1 + ε)

log n

log log n

}
= o(n−1).

Finally, a union bound implies Lemma 6.5.
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From Lemmas 6.4and 6.5 we obtain an upper bound on the leaf depth in random
friend trees.

Proposition 6.6. For any ε > 0

P

{
Mn ≥ (2 + ε)

log n

log log n

}
= o(1).

Proof. Couple the random friend tree (Tn, n ≥ 1) and the uniform random recursive tree
(T ′

n, n ≥ 1) as in Lemma 6.4. Then, fix i ≤ n such that for N ′
n(i), the degree of vertex i in

T ′
n, we see that

min
ℓ:Dn(ℓ)=1

dn(i, ℓ)≤ min
ℓ:Dn(ℓ)=1

min
ℓ′:N ′

n(ℓ
′)=1

(dn(i, ℓ
′) + dn(ℓ

′, ℓ))

≤ min
ℓ′:N ′

n(ℓ
′)=1

dn(i, ℓ
′) + 1

≤ min
ℓ′:N ′

n(ℓ
′)=1

2d′n(i, ℓ
′) + 1,

where the last two inequalities follow from the properties of the coupling. By taking
the maximum over i ∈ [n], we have Mn ≤ 2M ′

n + 1 and so Lemma 6.5 implies the
proposition.

To conclude the proof of Theorem 4.3 it remains to prove an asymptotic lower bound
for Mn. In order to show that the leaf depth is at least of order log n/ log log n we first
present a proof of the corresponding result for the URRT. To the best of our knowledge,
this result does not appear elsewhere. Moreover, the proof is less technical but has the
same structure as its counterpart for random friend trees, so it is a good way to introduce
the ideas needed for our main proof. In doing so, we hope that the technicalities in the
proof of Lemma 6.8 are easier to understand.

Proposition 6.7. Let M ′
n be the leaf-depth in the uniform random recursive tree at time

n. Then, M ′
n = Ωp(log n/ log log n).

Proof. Let T ′
n be the uniform random recursive tree at time n. In a uniform random

recursive tree, the number of vertices with degree at least 3 goes to infinity almost
surely (see Janson [11]). We call such a vertex a branch point. Therefore, we can choose
n sufficiently large such that there is at least one branch point. Let P ′

n be the maximal
distance of any leaf in T ′

n to the nearest branch point, that is,

P ′
n = max

ℓ:N ′
n(ℓ)=1

min
j:N ′

n(j)≥3
d′n(ℓ, j).

We remark that M ′
n ≥ P ′

n/2 because a midpoint of a longest leaf-to-branchpoint path is
at distance at least P ′

n/2 from the nearest leaf. It is well known (see Janson [11]) that
the proportion of leaves in an URRT tends to 1/2, consequently X ′≥2

m /m → 1/2 almost
surely. Thus, for ε > 0 and n sufficiently large,

P

{
1−

X ′≥2
k

k
≤ 1

3
; ∀k ≥ n

}
> 1− ε.

Now, condition on the number of leaves at time n/2 being at least n/6, that is X ′1
n/2 ≥ n/6,

and let {v1, · · · , vP } be an arbitrary set of P = n/6 leaves of T ′
n/2. We study the subtrees

rooted at vi and will show that at time n, with high probability, for at least one i ∈ [P ]

the subtree of vi contains a path from vi ending in a leaf and solely consisting of
Ω(log n/ log log n) vertices of degree two. To this end, we say that a path consisting of
degree two vertices that ends in a leaf grows at time m if vertex m+ 1 attaches to the
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leaf at the end of the path. This increases the length of the path by 1. We say that a
path consisting of degree two vertices that ends in a leaf dies at time m if vertex m+ 1

connects to a degree-two vertex on the path that is at distance at most K from the leaf.
That is, we only keep track of paths up to distance K from the leaf. Note that at each
time step only one path can grow or die. We will only track paths until their first death.
Note that, at time m, for i ∈ [P ], conditionally on the path rooted at vi has not died yet,
the probability of the path growing is 1/m and the probability of the path dying is at
most K/m. Observe that P ′

n stochastically dominates the minimum of K and the length
of the longest path at time n rooted at some vi for i ∈ [P ] that has not died. We can then
couple these path growth processes to a balls-in-bins model as follows. Let P be the
number of bins. The process is started at time n/2 with P empty bins. For each time
m ∈ [n/2, n], with probability P ·K/m add a black ball to a uniform random bin, or with
probability P/m add a white ball to a uniform random bin. By doing so, a black ball is
added to a given bin with probability K/m and a white ball is added to a given bin with
probability 1/m. We further see that P ′

n stochastically dominates the smallest number
between K and the maximum number of white balls at time n in a bin with zero black
balls. It therefore suffices to show that for some c > 0 and K := c log n/ log log n, for n

large enough, with high probability, one of the P bins contains at least K white balls
and no black balls. Observe that, for n sufficiently large, between times n/2 and n, with
probability at least 1− ϵ, at most B = 2PK black balls and at least W = P/8 white balls
are added. Conditioned on this event, the probability that a specific bin contains at least
K white balls is at least(

W

K

)
P−K(1− P−1)W−K > e−1

(
W

PK

)K

= e−1

(
1

8K

)K

,

for large n, where we bound (1 − P−1)W−K ≥ (1 − P−1)W = ((1 − 6/n)n/6)1/8 > e−1.
Therefore the expected number of bins containing at least K white balls can be bounded
from below by

P · e−1(8K)−K = e−1n

6

(
log log n

8c log n

)c logn/ log logn

> n1−c

for large n.
Then, if c < 1/2, since the numbers of white balls in two distinct bins have negative

covariance, Chebyshev’s inequality bounds the probability that the number of paths
with at least K growth events is less than n1−2c tends to 0, so in particular is smaller
than ϵ for n sufficiently large. Any of these has 0 black balls with probability at least
(1 − P−1)B ≥ e−3K = ω(n1−2c), so another straightforward application of the second
moment method implies that for n large enough, for any c < 1/2, with probability at least
1 − 3ϵ at time n, there is a bin containing c log(n)/ log log(n) white balls and no black
balls. Recalling the stochastic dominance, that is valid on an event of probability at least
1− ϵ, with probability at least 1− 4ϵ there is a leaf at distance at least c log n/ log log n
from the nearest branch point.

Using a similar proof, we can prove an asymptotic lower bound for the leaf-depth in
random friend trees.

Proposition 6.8. Let Mn be the leaf-depth in the random friend tree at time n. Then,
Mn = Ω(log n/ log log n) in probability.

Proof. By Theorem 4.7, X≥3
n → ∞ almost surely, so we may pick n large enough such

that X≥3
n ≥ 1. Then, define

Pn = max
ℓ:Dn(ℓ)=1

min
j:Dn(j)≥3

dn(ℓ, j)
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to be the largest distance from a leaf to the nearest branch point in Tn. We see that
Mn ≥ Pn/2 because the midpoint of the longest leaf-to-branchpoint path is at distance at
least Pn/2 from the nearest leaf. Therefore, it suffices to show that Pn = Ω(log n/ log log n)

in probability.
As in Proposition 6.7 the proof is divided into two steps. We first show that, for n

large enough, with high probability at time n/2 there are at least nδ/2 leaves attached to
a degree two vertex. Remark that this step requires slightly more work than the URRT
case. For the URRT, one only needs to ensure the presence of many leaves at time n/2

to guarantee that that a long path of subsequent degree-two vertex will emerge from
one of these leaves. For the random friend tree, one needs to ensure that, at time n/2,
there exists many leaves attached to a degree two vertex, to guarantee that new vertices
attach to these leaves with some sufficient probability. This difference is due to the
attachment rule in random friend trees. Denote by Ln the set of leaves attached to a
vertex of degree two at time n and let Hn = |Ln| be the number of leaves attached to a
degree two vertex in Tn. In the second part of the proof, we show that it is likely that
at time n, a path of subsequent degree two vertices longer than c log n/ log log n grows
from at least one of the leaves of Ln/2, that is,

max
ℓ∈Ln

min
j:Dn(j)≥3

dn(ℓ, j) > c
log n

log logn
,

with high probability. Lemma 6.15 states that

E
[
∆X≥2

n

∣∣ Tn

]
≥ 1

3n
X≥3

n ,

and by Theorem 4.7, n−δX≥3
n → ∞ almost surely, for 0.1 < δ < 0.9. Therefore, for fixed

ε > 0 and sufficiently large n,

P

{
1

3m
X≥3

m > m−(1−δ) ∀m ≥ n/4

}
≥ 1− ϵ .

It follows that, for all n/4 ≤ m ≤ n/2,

P

{
∆X≥2

m = 1
∣∣ 1

3m
X≥3

m > m−(1−δ)

}
≥ n−(1−δ)

because m−(1−δ) ≥ n−(1−δ) if m ≤ n/2.
We will show that Hn grows polynomially in probability. Note that for every vertex

v ∈ Lm, P {Wm = v} = 1/(2m) and ∆Hn = 1 if and only if Wm is a leaf in Tm that is not
in Lm. Further, ∆X≥2

m = 1 if and only if Wm is a leaf in Tm. By summing over all possible
values of Wm we therefore get the lower bound

P

{
∆Hm = 1 | Hm = k,

1

3m
X≥3

m > mδ−1

}
≥ P

{
∆X≥2

m = 1
∣∣ 1

3m
X≥3

m > m−(1−δ)

}
− k

2m
≥ nδ−1 − 2k

n
,

for n/4 ≤ m ≤ n/2. Therefore, either Hm ≥ nδ/16 or P
{
∆Hm = 1 | 1

3mX≥3
m > m−(1−δ)

}
≥ 7

8n
−(1−δ) for n/4 ≤ m ≤ n/2.

Finally, ∆Hm = −1 if Wm is a degree two vertex attached to a leaf, and there are
exactly Hm such vertices in Tm. For v a given vertex of degree two attached to a leaf,
P {Wm = v} ≤ 2/m ≤ 8/n for n/4 ≤ m ≤ n/2. By a union bound, for n/4 ≤ m ≤ n/2,

P {∆Hm = −1 | Hm = k} ≤ 8k/n .
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By the two arguments above, for n/4 ≤ m ≤ n/2,

P

{
∆Hm = −1 | Hm ≤ 1

16
nδ

}
≤ 1

2
n−(1−δ) ,

and

P

{
∆Hm = 1 | Hm ≤ 1

16
nδ,

1

3m
X≥3

m > mδ−1

}
≥ 7

8
n−(1−δ) ,

Then, it follows that, on the event
{
∀m ∈ [n/4, n/2], 1

3mX≥3
m > mδ−1

}
, with probability

at least 1− ε, for n sufficiently large, Hm grows to at least 1
17n

δ between times n/4 and
n/2. Finally, for n large enough, nδ/17 > nδ/2, so

P
{
Hn/2 ≥ nδ/2

}
≥ 1− 2ϵ ,

which concludes the first part of the proof.
We now condition on the event {Hn/2 ≥ nδ/2}. We show that, on this event, it is likely

that at time n at least one of the leaves of Ln/2 is at distance at least log n/ log log n from
the nearest branch point. The second part of the proof is identical from the URRT proof,
but we present it again for clarity.

Let {v1, . . . , vP } be an arbitrary set of P = nδ/2 leaves in Ln/2. We study the subtrees
rooted at vi and will show that at time n, with high probability, for at least one i ∈ [P ] the
subtree of vi contains a path ending in a leaf and solely consisting of Ω(log n/ log log n)
vertices of degree two. To this end, we say that a path consisting of degree two vertices
that ends in a leaf grows at time m if vertex m+ 1 attaches to the leaf at the end of the
path. This increases the length of the path by 1. We say that a path consisting of degree
two vertices that ends in a leaf dies at time m if vertex m+ 1 connects to a degree two
vertex on the path that is at distance at most K from the leaf. That is, we only keep track
of paths of length at most K. Note that, at each time step, only one path can grow or die.
We will only track paths until their first death. Also note that, at time m ∈ [n/2, n], for
i ∈ [P ], conditionally on the path rooted at vi has not died yet, the probability of the path
growing is 1/(2m) and the probability of the path dying is at most K/m. Observe that
Pn stochastically dominates the minimum of K and the longest path at time n rooted at
some vi for i ∈ [P ] that has not died. We can then couple these path growth processes to
a balls-in-bins model. Let P be the number of bins and start the process with P empty
bins. For each time m ∈ [n/2, n], with probability P ·K/m add a black ball to a uniform
random bin, or with probability P/(2m) add a white ball to a uniform random bin. By
doing so, a black ball is added to a given bin with probability K/m and a white ball
is added to a given bin with probability 1/(2m). We further see that Pn stochastically
dominates the smallest number between K and the maximum number of white balls at
time n in a bin with zero black balls. It therefore suffices to show that, for some c > 0

and K := c log n/ log log n, with high probability at least one of the P bins contains at
least K white balls and no black balls. Observe that, for n sufficiently large, between
time n/2 and n, with probability at least 1− ϵ, at most B = 2PK black balls and at least
W = P/8 white balls are added. Conditioned on this event, the probability that a specific
bin has at least K white balls is at least

(
W

K

)
P−K(1− P−1)W−K > e−1

(
W

PK

)K

= e−1

(
1

8K

)K

,

for large n, where we bound (1− P−1)W−K ≥ (1− P−1)W = ((1− n−δ/2)n
−δ/2

)1/8 > e−1.
The expected number of bins containing at least K white balls is bounded from below by
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P · e−1(8K)−K = e−1nδ/2

(
log log n

c log n

)c logn/ log logn

> nδ/2−c ,

for large n.
Then, if c < δ/8, since the numbers of white balls in two distinct bins have negative

covariance, Chebyshev’s associaton inequality gives that the probability that the number
of paths with at least K growth events is less than nδ/2−2c tends to 0, so in particular, is
smaller than ϵ for n sufficiently large. Any of these contains no black balls with probability
at least (1− P−1)B ≥ e−3K = ω(nδ/2−2c), so another straightforward application of the
second moment method implies that for n large enough, for any c < δ/8, with probability
at least 1− 3ϵ there is a bin with c log(n)/ log log(n) white balls and no black balls at time
n. Recalling the statistical dominance, that is valid on an event of probability at least
1− 2ϵ, with probability at least 1− 5ϵ, there is a leaf at distance at least c log n/ log log n
from the nearest branch point.

6.4 High-degree vertices

[Proof of Theorems 4.5 and 4.6]
Recall that Zv = lim infn→∞

Dn(v)
n , and that by Theorem 3.1, in fact

Zv = lim
n→∞

Dn(v)

n
almost surely.

The following lemma, combined with Theorem 4.7, gives a lower bound on the number
of hubs and proves Theorem 4.5.

Lemma 6.9. Almost surely,

#{v ∈ [n] : Zv > 0} > 1
2X

≥2
n .

We prove this lemma using Lemma 6.10, below, but we need some additional defini-
tions for its statement. For a graph G = (V,E), we say V ′ ⊂ V is an edge cover of G if
for each e ∈ E, there is a v ∈ V ′ such that v ∈ e. Define the minimal edge cover number
of a graph G = (V,E), denoted by EC(G), as follows

EC(G) := min{|V ′| : V ′ is an edge cover of G}. (6.3)

Lemma 6.9 is a direct consequence of Theorem 3.2, which states that each edge contains
a hub, and the following lemma.

Lemma 6.10. For any tree t, we have that

|EC(t)| ≥ 1
2X

≥2(t),

where X≥2(t) denotes the number of non-leaves in the tree t.

Proof. We can assume that t is a rooted tree by declaring an arbitrary vertex in t the root.
Decompose the tree t into the following vertex-disjoint paths. Let ℓ1, ..., ℓX1(t) be the
leaves of t. For a leaf ℓ of t, let P (ℓ) be the path from ℓ to the root of t. For each i ∈ [X1(t)],
let P ′(ℓi) = P (ℓi) \

⋃i−1
j=0 P

′(ℓj), that is, P ′(ℓi) is the path P (ℓi) stripped of the vertices in⋃i−1
j=0 P

′(ℓj). This decomposition gives us X1(t) disjoint paths P ′
ℓ1
, . . . , P ′

ℓX1(t)
. Note that

if V ′ ⊂ V is an edge cover of t it must also be an edge cover of P ′(ℓ1) ∪ . . . ∪ P ′(ℓX1(t))

(indeed, while removing edges, the requirement for a collection of edges to be an edge
cover is weakened). An edge cover of a disconnected graph is a disjoint union of edge
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covers of the components, and an edge cover of a path of m vertices contains at least
⌊m/2⌋ vertices, so

|EC(t)| ≥
X1(t)∑
i=1

⌊
|P ′

i |
2

⌋
≥

X1(t)∑
i=1

(
|P ′

i | − 1

2

)
=

|V (t)| −X1(t)

2
=

X≥2(t)

2
.

We now prove Theorem 4.6, which in particular implies that for any k, the number of
vertices with degree at least k goes to infinity almost surely.

Proof of Theorem 4.6. Fix a constant M ∈ N and let (mn, n ≥ 1) be a sequence satisfying
mn = o(n). We will prove that lim infn→∞ X≥mn

n ≥ M almost surely. By Lemma 6.1, there
exists an almost surely finite time τ such that the diameter of the tree at time τ exceeds
2M . Fix an arbitrary path of 2M+1 vertices in Tτ and, for n ≥ τ , let N (1)

n ≥ · · · ≥ N
(2M+1)
n

be the degrees of the vertices on this path in decreasing order. Then, by Theorem 3.2,
almost surely, at least M vertices on this path are hubs, so

lim inf
n→∞

N
(M)
n

n
> 0

and in particular, there is a finite time τ ′ such that N (M)
n > mn for all n ≥ τ ′. This implies

that from time τ ′ onwards, there are at least M vertices with degree at least mn, so

P
{
lim inf
n→∞

X≥mn
n ≥ M

}
= 1.

6.5 Low-degree vertices

[Proof of Theorems 4.7 and 4.8] In this subsection we prove polynomial upper and
lower bounds of X≥k

n , for k bounded and show that X≥k
n = Θ(X≥2

n ) almost surely. We
begin by stating a general result on adapted processes, which will be of use in the proof
of Theorem 4.7. Its proof can be found in the appendix. For each k ∈ N, recall that Xk

n is
the number of vertices of degree k in Tn and X≥k

n is the number of vertices of degree at
least k in Tn.

Proposition 6.11. Let (Xk)k≥0 and (Yk)k≥0 be integer-valued non-decreasing processes
adapted to some filtration (Fk)k≥0 such that 0 ≤ ∆Xk +∆Yk ≤ 1 for all k. Suppose there
exists α > 0 such that E [∆Xk | Fk] ≥ αE [∆Yk | Fk] on the event {Xk < αYk}, except at
finitely many times almost surely. Then for any β ∈ (0, α) there exists C > 0 such that

P {Xn < βYn − C log n infinitely often} = 0 ,

and for all n, E [Xn] ≥ βE [Yn]− C log n.

Lemma 6.12. For n ≥ 4,

E
[
∆X≥2

n

∣∣ Tn

]
≤ 1

2n
X≥2

n +
1

2n
X≥3

n , (6.4)

and for n ≥ 5,

E
[
∆X≥3

n

∣∣ Tn

]
≤ 4

3n
X2

n . (6.5)

Proof. To prove (6.4), note that ∆X≥2
n > 0 precisely if Wn is a leaf of Tn, so

E
[
∆X≥2

n

∣∣ Tn

]
=

1

n

∑
v∈Tn

Ln(v)

Dn(v)
.
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When n ≥ 3, leaves do not have leaves as neighbours, and when n ≥ 4, any vertex v of
degree two in Tn has at most one leaf neighbour, thus if v has degree two, Ln(v)/Dn(v) =

Ln(v)/2 ≤ 1/2. Together with the previous equality, this implies that

E
[
∆X≥2

n

∣∣ Tn

]
≤ 1

n

 ∑
{v:Dn(v)=2}

1

2
+

∑
{v:Dn(v)≥3}

Ln(v)

Dn(v)

 ≤ X2
n

2n
+

X≥3
n

n
.

Since X2
n = X≥2

n −X≥3
n , this implies (6.4).

To prove (6.5), for 1 ≤ i ≤ j let

Sij = {v ∈ Tn : Dn(v) = 2, the neighbours of v in Tn have degrees i and j} .

Then X2
n =

∑
1≤i≤j |Si,j | and

E
[
∆X≥3

n

∣∣ Tn

]
=

∑
1≤i≤j

P {Wn ∈ Sij | Tn} =
1

n

∑
1≤i≤j

|Sij |
(
1

i
+

1

j

)
.

We bound this sum by splitting it into three sums. First, for terms with i = 1 and j ≥ 3

we have 1/i+ 1/j ≤ 4/3. For v ∈
⋃

2≤i≤j Sij we have 1/i+ 1/j ≤ 1, while for v ∈ S12 we
have 1/i+ 1/j = 3/2. We claim that at most half of the vertices in S12 ∪

⋃
2≤i≤j Sij can

be in S12. Indeed, provided that n ≥ 5, if v ∈ S12 then for u its unique neighbour with
degree 2 it holds that u ∈

⋃
2≤i≤j Sij . Moreover, n ≥ 5 implies that u has at most one

neighbour in S12. Therefore, |S12| ≤ |
⋃

2≤i≤j Sij |. This implies that

∑
1≤i≤j

|Sij |
(
1

i
+

1

j

)
≤ 4

3

∑
j≥3

|S1j |+
1

2

(
1 +

3

2

)|S12|+
∑

2≤i≤j

|Sij |

 ≤ 4

3
X2

n ,

therefore E
[
∆X≥3

n

∣∣ Tn

]
≤ 4

3nX
2
n as claimed.

Before stating the next lemma we introduce the notation Xk,≤k
n , the number of

vertices of degree k having at most one neighbour of degree at least k + 1, and Xk,>k
n ,

the number of vertices of degree k with at least two neighbours of degree at least k + 1.

Lemma 6.13. For any positive integer k, n ≥ 3,

Xk
n = Xk,>k

n +Xk,≤k
n , (6.6)

X≥k+1
n ≥ Xk,>k

n , (6.7)

E
[
∆X≥k+1

n

∣∣ Tn

]
≥ k − 1

kn
Xk,≤k

n . (6.8)

Proof. The equality (6.6) follows directly from the definition of Xk,>k
n and Xk,≤k

n . To
prove the second statement, remark that any vertex v contributing to Xk,>k

n has at least
two neighbours of degree at least k + 1, and at least one is a child of v. Since every
vertex is the child of at most 1 vertex, (6.7) follows.

Finally, to prove (6.8), one must understand how vertices of degree k + 1 are created.
In order to have ∆X≥k+1

n = 1, it is sufficient (but not necessary) that vertex n+1 attaches
to a vertex counted by Xk,≤k

n , or in other words, that Wn = w for some vertex w with
degree k which has at least k − 1 neighbours of degree at most k. For each such vertex
w, this happens with probability at least k−1

kn . This proves (6.7).

Lemma 6.14. For any integer k, whenever n ≥ k + 2.

E
[
∆X≥k+1

n

∣∣ Tn

]
≤ k − 1/2

n
Xk

n . (6.9)
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Proof. A vertex of degree k+1 is created at time n if Wn has degree k in Tn. For a vertex
w ∈ Tn of degree k, the probability of Wn = w is maximized if the neighbours of w have
lowest possible degree; that is, if w has k−1 leaf neighbours and one neighbour of degree
two. In this case, the probability that Wn = w equals k−1/2

n ; the lemma follows.

We use the following two lemmas to show that the number of non-leaves grows at
least polynomially.

Lemma 6.15. For n ≥ 3,

E
[
∆X≥2

n

∣∣ Tn

]
≥ 1

3n
X≥3

n .

Proof. Note that ∆X≥2
n = 1 if and only if Wn is a leaf. Therefore, as observed before, if

n ≥ 3 then

E
[
∆X≥2

n

∣∣ Tn

]
=

1

n

∑
{v:Dn(v)≥2}

Ln(v)

Dn(v)
. (6.10)

Let T ′
n be equal to Tn with all of its leaves removed. We consider different sets of vertices

in T ′
n and we study their contribution to the sum above.
Let V1 be the set of vertices of Tn that are leaves in T ′

n and that were vertices of
degree 2 in Tn, so that for each v ∈ V1,

Ln(v)
Dn(v)

= 1
2 . Let V2 be the vertices of Tn that

are leaves in T ′
n that were vertices of degree at least 3 in Tn so that for each v ∈ V2,

Ln(v)
Dn(v)

= Dn(v)−1
Dn(v)

≥ 2
3 . Let V3 be the vertices that have degree 2 in T ′

n and had degree at

least 3 in Tn, so that for each v ∈ V3, Ln(v)
Dn(v)

= Dn(v)−2
Dn(v)

≥ 1
3 . Finally, let V4 be the vertices

that have degree at least 3 in T ′
n. Therefore,

∑
{v:Dn(v)≥2}

Ln(v)

Dn(v)
≥ 1

2
|V1|+

2

3
|V2|+

1

3
|V3| . (6.11)

To lower bound this sum note that |V1|+ |V2| is the number of leaves in T ′
n. Since T ′

n is a
tree, the number of leaves in T ′

n is given by∑
{v:|N (v,T ′

n)|≥3}

(|N (v, T ′
n)| − 2) + 2

and so

|V1|+ |V2| =
∑
v∈V4

(|N (v, T ′
n)| − 2) + 2 .

Finally, since
∑

v∈V4
(|N (v, T ′

n)| − 2) + 2 ≥ |V4| we obtain that

|V1|+ |V2| ≥ |V4| ,

hence
1

2
|V1|+

2

3
|V2| ≥

1

3
|V2|+

1

3
|V4| .

It also holds that X≥3
n = |V2|+ |V3|+ |V4|, so we conclude that

1

2
|V1|+

2

3
|V2|+

1

3
|V3| ≥

1

3
X≥3

n .

Combined with (6.10) and (6.11), this completes the proof.
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Lemma 6.16. Let α = (
√
13− 3)/2 ≈ 0.303 be the unique positive solution of x = 1−2x

1+x .
Then, for any β ∈ (0, α) there exists c > 0 such that

P
{
X≥3

n < βX≥2
n − c log n infinitely often

}
= 0,

and for all n, E
[
X≥3

n

]
≥ βE

[
X≥2

n

]
− c log n.

Proof. The statements follow directly by applying Proposition 6.11, once we show that
for α as in the Lemma statement, for n ≥ 4, either X≥3

n ≥ αX≥2
n or E

[
∆X≥3

n

∣∣ Tn

]
≥

αE
[
∆X≥2

n

∣∣ Tn

]
. Suppose that X≥3

n < αX≥2
n . Then, by (6.4),

E
[
∆X≥2

n

∣∣ Tn

]
≤ 1

2n
X≥2

n +
1

2n
X≥3

n ≤ 1 + α

2n
X≥2

n . (6.12)

Moreover, observe that the case k = 2 of Lemma 6.13 gives that

X2
n = X2,>2

n +X2,≤2
n , (6.13)

X≥3
n ≥ X2,>2

n , and (6.14)

E
[
∆X≥3

n

∣∣ Tn

]
≥ 1

2n
X2,≤2

n . (6.15)

Since X≥3
n < αX≥2

n , (6.14) implies that X2,>2
n < αX≥2

n . Note that X≥2
n = X2,>2

n +

X2,≤2
n + X≥3

n , so the bounds X2,>2
n < αX≥2

n and X≥3
n < αX≥2

n together imply that
X2,≤2

n > (1− 2α)X≥2
n . Combining this bound with (6.15) and (6.12), we conclude that

E
[
∆X≥3

n

∣∣ Tn

]
≥ 1− 2α

2n
X≥2

n ≥ 1− 2α

1 + α
E
[
∆X≥2

n

∣∣ Tn

]
= αE

[
∆X≥2

n

∣∣ Tn

]
,

as required.

Lemma 6.17. As n → ∞, X≥3
n → ∞ almost surely.

Proof. By Theorem 4.2, the diameter of Tn is Θ(log n) almost surely. Thus,

X≥2
n → ∞ almost surely. (6.16)

Suppose for a contradiction that X≥3
n does not go to infinity almost surely. That is, there

exists a positive constant c such that

P
{
∀n ∈ N, X≥3

n < ∞
}
= c > 0.

By continuity of probability, this implies that there exists some constant K such that

P
{
∀n ∈ N, X≥3

n ≤ K
}
≥ c

2
> 0. (6.17)

Using the fact that X≥2
n goes to infinity almost surely and X2

n = X≥2
n −X≥3

n for all n, we
have

P
{
X2

n → ∞
∣∣ ∀n ∈ N, X≥3

n ≤ K
}
= 1. (6.18)

Define τ to be the smallest time after which, for all n ≥ τ , Tn always contains at least
two neighbouring vertices each of degree two,

τ := inf{m : ∀n ≥ m,∃u, v ∈ Tn, u ∼ v, dn(u) = dn(v) = 2}.
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It follows from (6.18) that P
{
τ < ∞ | ∀n ∈ N, X≥3

n ≤ K
}
= 1. Note that ∆X≥3

n = 1 if
and only if vertex n+1 attaches to a vertex of degree two. At time n ≥ τ this occurs with
probability at least 1/n. Thus, except for finitely many n,

E
[
∆X≥3

n

∣∣ Tn, X
≥3
n ≤ K

]
≥ 1

n
;

this implies that P
{
limn X

≥3
n > K

}
= 1, which contradicts our hypothesis.

Lemma 6.18. As n → ∞, X≥2
n / log n → ∞ almost surely.

Proof. Fix C > 0. We will show that

lim inf
n→∞

X≥2
n

log n
≥ C almost surely,

which implies the statement. Conditionally on Tn, ∆X≥2
n is a Bernoulli random variable

with parameter E
[
∆X≥2

n

∣∣ Tn

]
. We prove that E

[
∆X≥2

n

∣∣ Tn

]
< C/n only finitely many

times, in order to couple (∆X≥2
n )n≥1 to a sequence of independent Bernoulli random

variables with parameter C/n.
Let (Ui, i ≥ 1) be independent uniform random variables on [0, 1]. Conditionally on Tn,
construct Tn+1 from Tn by setting ∆X≥2

n = 1 if and only if Un < E
[
∆X≥2

n

∣∣ Tn

]
, and

then sampling the additional randomness required to construct Tn+1 conditionally on
Tn and on the value of ∆X≥2

n . Define a coupling between (∆X≥2
n )n≥1 and (Bn)n≥1, a

sequence of independent Bernoulli random variables with parameter C/n, by setting
Bn = 1 if Un < C/n and Bn = 0 otherwise. It is immediate that ∆X≥2

n ≥ Bn whenever
E
[
∆X≥2

n

∣∣ Tn

]
≥ C/n.

Lemma 6.15 states that E
[
∆X≥2

n

∣∣ Tn

]
≥ 1

3nX
≥3
n , and by Lemma 6.17, X≥3

n → ∞ almost
surely, thus

E
[
∆X≥2

n

∣∣ Tn

]
= ω (1/n) (6.19)

almost surely. Therefore, almost surely, E
[
∆X≥2

n

∣∣ Tn

]
< C/n only finitely many times,

and also ∆X≥2
n < Bn only finitely many times. In particular

lim inf
n→∞

X≥2
n

log n
≥ lim inf

n→∞

∑n
i=1 Bi

log n

almost surely. We claim that ∑n
i=1 Bi

log n
→ C almost surely. (6.20)

Indeed, let (Yj)j≥1 be a sequence of independent random variables satisfying Yj =∑⌊ej⌋
i=⌊ej−1⌋+1 Bi. Then limj→∞ E[Yj ] = C and E

[
Y 2
j

]
≤ 10C2. By Kolmogorov’s strong law

of large numbers [8, Theorem 3.2.],∑n
j=1 Yj

n
→ C almost surely.

This implies the convergence of (6.20) along the subsequence (⌊ej⌋)j≥1, and, by
monotonicity, (6.20) follows.

Corollary 6.19. For α = (
√
13− 3)/2 the unique positive solution of x = 1−2x

1+x , for any

β ∈ (0, α) and for all n sufficiently large, E
[
X≥3

n

]
≥ βE

[
X≥2

n

]
.
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By Lemma 6.16 we have EX≥3
n ≥ βEX≥2

n − c log(n), and by Lemma 6.18 X≥2
n =

ω(log n) almost surely; Corollary 6.19 follows.

Proposition 6.20. For α = (
√
13− 3)/2 the unique positive solution of x = 1−2x

1+x , for any

0 < δ < α/3 ≈ 0.101 we have n−δX≥2
n → ∞ almost surely.

Proof. By Lemmas 6.15 and 6.16, for all β ∈ (0, α) there exists a c > 0 such that

P

{
E
[
∆X≥2

n

∣∣ Tn

]
<

β

3n
(X≥2

n − c log n) infinitely often

}
= 0 . (6.21)

Fix δ such that 0 < δ < β/3 and fix γ rational such that δ < γ < β/3. Lemma 6.18 states
that X≥2

n = ω(log n) almost surely, therefore, almost surely there are only finitely many
n such that

β

3
(X≥2

n − c log n) < γX≥2
n ,

Define the time τ as

τ = 3 ∨ sup
{
n ≥ 1 : E

[
∆X≥2

n

∣∣ Tn

]
<

γ

n
X≥2

n

}
.

As a consequence of (6.21), τ < ∞ almost surely. For n > τ , by the definition of τ ,
the probability that X≥2

n increases at time n is bounded from below by γX≥2
n /n. It

is therefore natural to compare X≥2
n to a generalised Pólya urn. We first introduce

an urn process, containing Bn black balls, and show that n−δBn → ∞ almost surely.
Conditionally on τ = t, we then couple the sequences (X≥2

n )n≥t and (Bn)n≥t and conclude
the proof of Proposition 6.20.

To introduce the urn process, let M > 0 be an integer such that γ−1M is a positive
integer, and let t > 0 be another integer. Consider the urn process started at time t with
M black balls and tγ−1M −M white balls. At every time step, draw a ball from the urn
uniformly at random and return it to the urn together with γ−1M additional balls. If the
drawn ball is white, all of the additional balls are white. If the drawn ball is black, M of
the additional balls are black and the other (γ−1 − 1)M balls are white. Denote by Bn

the number of black balls in the urn at time n. Then at time n, the number of black balls
Bn increases by M with probability Bn/(nγ

−1M). The described urn is triangular since
if a white ball is drawn only white balls are added to the urn. The asymptotic behaviour
of triangular urn processes has been studied by Janson [12]. Theorem 1.3.(v) in [12]
implies that n−γBn converges almost surely to some random variable Z, and Theorem
8.7. in [12] shows that Z puts no mass on 0, so n−δBn → ∞ almost surely as δ < γ.

We now introduce a coupling satisfying that (X≥2
n )n≥t grows at least as fast as

(Bn)n≥t, on the event τ < t. To formalise this coupling, note that conditionally on τ = t,
if n ≥ t, then E

[
∆X≥2

n

∣∣ Tn

]
≥ γ

nX
≥2
n . Since ∆X≥2

n ∈ {0, 1},

P
{
∆(MX≥2

n ) = M
∣∣ Tn

}
≥ MX≥2

n

nγ−1M
.

Remark that MX≥2
t is at least M . Let (Un)n≥1 be a sequence of independent uniform

random variables on [0, 1]. Conditionally on Tn, construct Tn+1 from Tn by setting
∆X≥2

n = 1 if and only if Un ≤ E
[
∆X≥2

n

∣∣ Tn

]
and sampling the remaining randomness in

Tn+1 conditional on Tn and the value of ∆X≥2
n . Let Bt = 0 and for n ≥ t let ∆Bn = M if

Bn/(nγ
−1M) ≤ Un and ∆Bn = 0 otherwise. Then (Bn)n≥t is distributed as the number

of black balls in the Pólya urn described above. We already noted that n−δBn → ∞
almost surely, and by our coupling we have that on the event τ < t, MX≥2

n ≥ Bn for all
n ≥ t. Thus, for ε > 0
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P
{
n−δX≥2

n → ∞
}
> P {τ < t} ≥ 1− ε .

Since τ is almost surely finite, ε can be chosen arbitrarily small, by taking t large, which
concludes the proof.

Lemma 6.21. Let γ = 3− 2
√
2 ≈ 0.172 be the unique positive solution to x = 1−5x

1−x . Then
for any β ∈ (1− γ, 1) there exists C > 0 such that

P
{
X≥3

n > βX≥2
n + C log n infinitely often

}
= 0

and for all n, E
[
X≥3

n

]
≤ βE

[
X≥2

n

]
+ C log n.

Proof. We apply Proposition 6.11 to the sequences Xk = X≥2
n and Yk = X≥3

n . Note that
∆X≥2

n + ∆X≥3
n ∈ {0, 1}. It remains to show that there exists γ > 0 such that for all n,

either

X≥2
n ≥ 1

1− γ
X≥3

n or

E
[
∆X≥2

n

∣∣ Tn

]
≥ 1

1− γ
E
[
∆X≥3

n

∣∣ Tn

]
.

Lemma 6.21 follows then directly by applying Proposition 6.11. Suppose that X≥2
n <

1
1−γX

≥3
n . Since X2

n = X≥2
n −X≥3

n , (6.5) gives that

E
[
∆X≥3

n

∣∣ Tn

]
≤ 4

3n
(X≥2

n −X≥3
n ) <

4γ

3n
X≥2

n .

From Lemma 6.15 we see that

E
[
∆X≥2

n

∣∣ Tn

]
≥ 1

3nX
≥3
n > 1−γ

3n X≥2
n .

Therefore,

E
[
∆X≥2

n

∣∣ Tn

]
>

1− γ

4γ
E
[
∆X≥3

n

∣∣ Tn

]
.

The statement follows from the choice of γ.

Proposition 6.22. Let δ = 1− γ/2, where γ = 3− 2
√
2. Then, for any δ < λ < 1,

n−λX≥2
n → 0,

almost surely.

Proof. By (6.4), E
[
∆X≥2

n

∣∣ Tn

]
≤ 1

2nX
≥2
n + 1

2nX
≥3
n . Combining this with Lemma 6.21

gives that for any β ∈ (1− γ, 1), there exists a C > 0 such that

P

{
E
[
∆X≥2

n

∣∣ Tn

]
>

1 + β

2n
X≥2

n + C log n infinitely often

}
= 0.

By mimicking the proof of Proposition 6.20, we can compare X≥2
n to a generalised Pólya

urn and obtain an upper bound on ∆X≥2
n . Omitting the details of the coupling, we

conclude that for λ ∈ ( 1+β
2 , 1) it holds that P

{
n−λX≥2

n → 0
}
= 1.
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Proof of Theorem 4.7 and 4.8. The second part of Theorem 4.7 follows from Proposi-
tion 6.22, by noting that X≥k

n ≤ X≥2
n and therefore, for any k ≥ 2,

n−λX≥k
n → 0 a.s.

The upper bound in Theorem 4.8 follows directly since X≥k+1
n ≤ X≥k

n for all k.
By Proposition 6.20, limn n

−δX≥2
n = ∞ almost surely. We prove the remaining cases

in the first part of Theorem 4.7 and the lower bound of Theorem 4.8, by using induction
to prove that, almost surely, for all k ≥ 2,

(i) there exists a positive constant ck such that lim infn X
≥k+1
n /X≥k

n > ck, and

(ii) limn n
−δX≥k+1

n = ∞.

The fact that limn n
−δX≥2

n = ∞ almost surely and Lemma 6.16 imply that (i) holds for
k = 2 for any 0 < c2 < α. This then also implies (ii) for k = 2.

Now, fix k ≥ 3 and suppose that the induction hypothesis holds for all 2 ≤ ℓ ≤ k − 1.
Let bk ∈ (0, 1) be the solution to

bk
1− 2bk

=
ck−1(k − 1)

k(k − 3/2)
,

and fix 0 < ck < bk. We claim that for all n, either

X≥k+1
n ≥ bkX

≥k
n or

E
[
∆X≥k+1

n

∣∣ Tn

]
≥ bkE

[
∆X≥k

n

∣∣ Tn

]
almost surely, except at finitely many times. If this holds, then applying Proposition 6.11
gives us that there exists C > 0 such that

P
{
X≥k+1

n < ckX
≥k
n − C log n infinitely often

}
= 0.

By the induction hypothesis, n−δX≥k
n → ∞ and so

P
{
X≥k+1

n /X≥k
n < ck infinitely often

}
= 0 .

This implies that (i) holds at step k, which in turn implies part (ii).
It remains to prove the claim. Suppose that

X≥k+1
n < bkX

≥k
n .

From (6.7), bkX≥k
n > Xk,>k

n , which combined with (6.6) implies that

Xk
n < bkX

≥k
n +Xk,≤k

n .

Now, using (6.8) gives

E
[
∆X≥k+1

n

∣∣ Tn

]
>

k − 1

kn

(
Xk

n − bkX
≥k
n

)
=

k − 1

kn

(
(1− bk)X

≥k
n −X≥k+1

)
,

where the equality holds since Xk
n = X≥k

n −X≥k+1
n . Our assumption X≥k+1

n < bkX
≥k
n

then gives

E
[
∆X≥k+1

n

∣∣ Tn

]
≥ k − 1

kn
(1− 2bk)X

≥k
n .
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The induction hypothesis for k − 1 implies that almost surely X≥k
n > ck−1X

≥k−1
n ≥

ck−1X
k−1
n , except at finitely many times. Therefore,

E
[
∆X≥k+1

n

∣∣ Tn

]
≥ ck−1(k − 1)

kn
(1− 2bk)X

k−1
n

except at finitely many times. But (6.9) implies that for all n sufficiently large we have
that Xk−1

n ≥ k−3/2
n E

[
∆X≥k

n

∣∣ Tn

]
, so we conclude that, except at finitely many times

E
[
∆X≥k+1

n

∣∣ Tn

]
≥ ck−1(k − 1)

k(k − 3/2)
(1− 2bk)E

[
∆X≥k

n

∣∣ Tn

]
.

This proves the claim by our choice of bk, which concludes the proof.

7 Open questions and future directions

We conclude with some open questions about the random friend tree.

1. In Theorem 4.7 we prove that, for some 0.1 < δ < λ < 0.9, almost surely nδ ≪
X≥2

n ≪ nλ. A question of interest would be whether the gap between the upper
and lower bound can be closed and whether, for some µ > 0 and some random
variable X with non-trivial support, n−µX≥2

n → X almost surely. Simulations by
Krapivsky and Redner [15] suggest that X≥2

n grows as nµ, with µ ≈ 0.566.

2. We prove that, for fixed k, the number of vertices with degree at least k+1 is of the
same order as the number of vertices with degree at least k, see Theorem 4.8. Can
we prove, for fixed k, that the number of degree-k nodes is of the same order as the

the number of degree-(k+ 1) nodes? Does it hold that lim supn→∞
X≥k

n

X
≥2
n

goes to 0 as

k goes to infinity? Or, informally, are most of the non-leaves vertices of bounded
degree? Krapivsky and Redner [15] conjecture that for each k, Xk

n

X
≥2
n

has an almost
sure limit that is Θ(k−(1+µ)).

3. Is P {Zu > 0} decreasing in u? More generally, does Zu stochastically dominate Zv

for u < v?

4. Does it hold that
∑

i≥1 Zi = 1 almost surely?

5. We know that every edge contains a vertex of linear degree, but the diameter of
the tree grows logarithmically, so there must be connected subtrees consisting
of low-degree vertices whose linear growth has not kicked in yet. This is illus-
trated by the proof of Proposition 6.8, which shows that there are paths of length
Θ(log(n)/ log log(n)) that consist of just degree 2 vertices. It would be interesting
to get a better understanding of the law of these exceptional substructures that
contain most of the low-degree vertices. What does the forest induced by the
vertices of degree at most N , for large N , look like? Do these subtrees look like
‘young’ friend trees?

6. A natural extension of the model is to attach the new vertex to multiple, say m,
vertices. There are two variants: either Vn is a uniformly random vertex and the
new vertex n+1 attaches to m independently sampled random neighbours of Vn, or
we let V (1)

n , . . . , V
(m)
n to be independent random vertices and we let n+ 1 connect

to a uniform neighbour of each of the V
(i)
n .

7. A second variation is to choose 0 < p < 1 and connect to Vn with probability p and
to Wn with probability 1− p. This modification makes it much easier for neighbours
of high-degree vertices to grow their degree, and in particular, the degree of every
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vertex goes to infinity almost surely as the tree grows. It would be interesting
to see how much of the structure of the random friend tree remains after this
modification.

8. Another final modification of the model, as described in the introduction, is to let
Wn be the endpoint of a random walk with k steps rather than 1 step from Vn. In
the case of k = 0, we obtain an URRT and if k is sufficiently large such that the
random walk is perfectly mixed, we get a PA tree. One could study how properties
such as the size of the largest degree depend on k.

8 Appendix

We prove Proposition 6.11. We start by stating and proving a technical lemma that is
needed for its proof.

We make use of the following straightforward fact. Fix a, b > 0 and let (Yk)k≥0 be
a random walk with steps in {−a, b} such that E [∆Yk] = c > 0. Then, P {∆Yk = b} =

(a+ c)/(a+ b) and by writing τ = inf{k ≥ 0 : Yk < 0}, we have P {τ = ∞} > 0.

Lemma 8.1. Let B = (Bk)k≥0 be a random process adapted to a filtration (Fk)k≥0.
Suppose that there exist a, b > 0 such that, almost surely for each k, ∆Bk ∈ {−a, 0, b}.
Suppose further that there exists a constant c > 0 such that

E [∆Bk | Fk, Bk < 0,∆Bk ̸= 0] ≥ c .

Then, there exists a constant C = C(a, b, c) such that

P {Bn < −C log n infinitely often} = 0,

and E [Bn] ≥ −C log n.

Proof. We bound B from below by another, simpler process S = (Sn)n≥0. The conditions
of the lemma imply that we may couple B with a sequence (Yk)k≥0 of independent,
random variables taking values in {−a, b} with

P {Yk = b} =
a+ c

a+ b
= 1−P {Yk = −a} ,

such that for all k ≥ 0, on the event that Bk < 0 and ∆Bk ̸= 0 we have ∆Bk ≥ Yk. We
define S via the following coupling with B:

1. if Bn ≥ 0, then Sn+1 = −a,

2. if Bn < 0 and ∆Bn = 0 then ∆Sn = 0,

3. if Bn < 0 and ∆Bn ̸= 0 then ∆Sn = Yn.

An illustration of the coupling can be found in Figure 8. Since Bn ≥ 0 implies Bn+1 ≥ −a,
it is immediate that Sn ≤ Bn for all n ≥ 0. The process S is a sequence of independent
negative (incomplete) excursions of a random process that, restricted to the non-constant
steps, has independent increments with positive mean except for finitely many times
almost surely. There are at most n/2 such excursions by time n, and if we collapse the
constant steps, they are independent realisations of a random walk with step size in
{−a, b} and drift c, started at −a and ended before (or when) reaching 0. To understand
their minimum, let us denote by R = (Rn)n≥0 a random walk starting at 0, with steps in
{−a, b} and strictly positive drift c. We define

τ1 = inf {k : Rk < 0} ,
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Figure 4: Illustration of a coupling between B (in blue) and S (in red).

and
τℓ = inf

{
k > τℓ−1 : Rk < Rτℓ−1

}
.

With positive probability, R stays positive forever, and in particular, using the fact stated
just before Lemma 8.1, there exists 0 < p < 1 such that

0 < 1− p = P {τℓ = ∞|τℓ−1 < ∞} .

Since the increments are bounded from below by −a, we know that Rτℓ −Rτ(ℓ−1)
≥ −a,

which together with the previous identity implies that

min
k≥1

{Rk}⪰st − a ·Geom(1− p) .

From the definition of the coupling, we know that Bn ≥ Sn and that Sn + a stochastically
dominates the minimum of n realisations of (Rk)k≥0. Let (An)n≥1 be independent
Geom(1− p) random variables. Then

P {Sn ≤ −a(k + 1)} ≤ P

{
max
i∈[n]

Ai ≥ k

}
≤ npk.

The upper bound is at most n−2 if k ≥ −3 log n/ log p and the first assertion follows from
the Borel–Cantelli lemma. Taking k = −3 log n/ log p+ℓ, the above bound likewise implies
that

P

{
−Sn

a
+ 3 log n/ log p ≥ ℓ+ 1

}
≤ np−3 logn/ log ppℓ,

and summing over ℓ ≥ 0 gives the bound

E

[
−Sn

a
+ 3 log n/ log p

]
≤ np−3 logn/ log p 1

1− p
,

which establishes the second assertion of the lemma.

We are now ready to prove the proposition.

Proof of Proposition 6.11. We start by proving Proposition 6.11 in the case where the
hypothesis holds for all n (and not all but finitely many n). Let β ∈ (0, α). We prove the
proposition by applying Lemma 8.1 to the process B = (Bk)k≥0 with Bk := Xk − βYk.
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Note that B has increments in {−β, 0, 1}. We need to show that there exists a constant c
such that for all k,

E [∆Bk | Fk, Bk < 0,∆Bk ̸= 0] ≥ c . (8.1)

Define

p+k = P {∆Xk = 1 | Fk, (∆Xk,∆Yk) ̸= (0, 0)} = P {∆Bk = 1 | Fk,∆Bk ̸= 0}

and so

1− p+k = P {∆Yk = 1 | Fk, (∆Xk,∆Yk) ̸= (0, 0)} = P {∆Bk = −β | Fk,∆Bk ̸= 0} .

Note that, if {Bk < 0}, then {Xk < βYk}, and so E [∆Xk | Fk] ≥ αE [∆Yk | Fk], which
implies that p+k ≥ α(1− p+k ). We split the event {Bk < 0} into two cases and show that
E [∆Bk | Fk,∆Bk ̸= 0] is bounded below by some positive constant in both cases. If
Bk < 0 and p+k ≤ 1/2+β

1+β , then

E [∆Bk | Fk,∆Bk ̸= 0] = p+k − β(1− p+k ) ≥ (α− β)(1− p+k ) ≥
(α− β)

2 + 2β
.

On the other hand, if Bk < 0 and p+k > 1/2+β
1+β , then

E [∆Bk | Fk,∆Bk ̸= 0] = p+k (1 + β)− β ≥ 1/2.

Therefore, (8.1) holds, with a lower bound of min
{

(α−β)
2+2β , 1/2

}
for c, and the claim then

directly follows from Lemma 8.1.
Finally, we prove that the first statement in the proposition still holds when the

assumptions fail at a finite number of times.
We call a time k bad when E [∆Xk | Fk] < αE [∆Yk | Fk] and {Xk < αYk}; otherwise

we call it good. We couple (X,Y ) to a slightly modified process (X ′, Y ′) that has the
same increments as (X,Y ) except at bad times, and that satisfies the assumptions at all
times. Observe that for each k, given Fk, we know whether k is bad or not. If k is bad, set
(∆X ′

k,∆Y ′
k) = (1, 0). If k is good, set (∆X ′

k,∆Y ′
k) = (∆Xk,∆Yk). We claim that (X ′, Y ′)

satisfies the assumptions at all times. The requirement 0 ≤ ∆X ′
k +∆Y ′

k ≤ 1 for all k is
obviously satisfied. Moreover, for bad k, E [∆X ′

k | Fk] = 1 and E [∆Y ′
k | Fk] = 0, so at bad

times the second requirement is also satisfied. Finally, by construction, X ′
k ≥ Xk and

Y ′
k ≤ Yk for all k, so if k is good and {X ′

k < αY ′
k}, then also {Xk < αYk}, and therefore

E [∆X ′
k | Fk] = E [∆Xk | Fk] ≥ αE [∆Yk | Fk] = αE [∆Y ′

k | Fk] .

Then, the first part of the proof implies that for any β ∈ (0, α) there exists C > 0 such that
P {X ′

n < βY ′
n − C log n i.o.} = 0. Finally, for B the total number of bad times, for each k

it holds that X ′
k ≤ Xk +B and Y ′

k ≥ Yk −B. This implies that if Xk < βYk − 2C log k then
either X ′

k < βY ′
k − C log n or 2B > C log k. Therefore,

P {Xn < βYn − 2C log n i.o.} ≤ P {X ′
n < βY ′

n − C log n i.o.}+P {B = ∞} = 0.
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